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Practice shows that game-playing programs using min-
imax search perform better when searching deeper.
Mathematical analyses, however, showed the opposite.
This paradox was termed minimax pathology. Our real-
valued minimax model demonstrates that appropriate
modeling of the heuristic error is enough to eliminate
the pathology. We examine the conditions under which
the pathology appears and explain the mechanism that
makes minimax otherwise beneficial. The reasons for
the pathology in single-agent search are also addressed.
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1. Introduction

Most game-playing programs use minimax
search: they build a game tree, heuristically evalu-
ate the leaves, back up the heuristic values to the
root and use them to select a move. Practice shows
that the deeper such programs search, the better
they play. However, mathematical models intended
to explain this formally paradoxically showed that
deeper search results in worse play [6,1]. This phe-
nomenon was termed minimax pathology.

The most common explanation for the pathol-
ogy is that the mathematical models lacked depen-
dence between nearby positions, which is clearly
present in games. In the Ph.D. thesis we propose
an explanation that does not require dependence
and uses real-number position values. Since game-
playing programs use discrete values, we also inves-
tigate the effect of the number of possible values as
well as other parameters on the pathology. Finally
we return to the question that started pathology
research: why is minimax search beneficial.

Pathology was recently observed in single-agent
search as well [2]. We investigate the conditions
under which it appears and show that it has a
practical impact by observing it in path-finding on
maps from commercial computer games.

2. Pathology in minimax search

Our minimax model is a real-valued version of
Beal’s [1] classic pathological model. We use real
numbers for both true and heuristic position val-
ues and represent the error of the heuristic evalua-
tion function as Gaussian noise. Beal’s model uses
losses and wins for position values and represents
the heuristic error as the probability of mistaking
a loss for a win or vice versa. The heuristic error is
independent of the depth of search in both models
and they are otherwise equivalent as well.

Despite the similarity between the models,
Beal’s is pathological and ours is not. The reason
lies in the way heuristic error is modeled. Each
move causes a limited change in position value, so
if the position at the root of the game tree is unde-
cided, positions close to it are also close to unde-
cided, whereas positions lower down can be clearly
lost or won. The way we model heuristic error, it
is less likely that a clearly lost position is mistaken
for a won one or vice versa. Consequently heuristic
error, when viewed in terms of losses and wins, is
smaller when searching deeper. We showed this is
enough to counter the amplification of loss/win er-
ror through minimaxing observed by Beal and that
no other properties of game trees are required [3].

The pathology is chiefly affected by three pa-
rameters. The first one is the number of possible
position values. We know that two-valued mini-
max models tend to be pathological and that our
real-valued model is not. If sufficiently few discrete
values are used, the pathology also appears. This
happens because minimaxing eliminates high and
low values from the game tree, so if the initial num-
ber of values is small enough, after a few levels of
minimaxing only two values are left. The next pa-
rameter is the branching factor of the game tree b.
Since each level of minimaxing eliminates b−1 out
of b nodes, their elimination is faster and pathology
more likely when b is large. The final parameter is
the dependence between nearby positions, which
most consider the main reason for the absence of
the pathology in games. We introduce dependence
in a way that corresponds to chess and show that
it prevents the pathology as expected [5].
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3. Why is minimax beneficial

Fig. 1 shows probability density functions of the
heuristic values of two sibling nodes fL (lower)
and fH (higher) and their parent fP (maximum in
this case). The curve of fP is narrower than the
curves of fL and fH , which means that the par-
ent deviates less from its true value tP . To under-
stand why, we must consider two cases. (1) The
heuristic value of the parent is larger than tP . The
most likely reason is that the heuristic value of the
higher sibling is larger than tP , but it may also
be caused by the lower sibling. (2) The heuristic
value of the parent is smaller than tP . The reason
is that the heuristic value of the higher sibling is
smaller than tP , but this can be compensated by
the heuristic value of the lower sibling being larger
than the heuristic value of the higher sibling. So
the effect of the lower sibling may be (1) harmful
or (2) beneficial. Since its heuristic value is more
likely in the area where it is beneficial, it will move
the heuristic value of the parent closer to tP . Ev-
ery level of minimaxing has this effect, so deeper
search moves heuristic values closer to the corre-
sponding true values and thus reduces the error.

Fig. 1. Explanation of the benefit of minimax search.

4. Pathology in single-agent search

The pathology is affected by the heuristic eval-
uation function. These functions are usually de-
signed to be admissible (i.e., optimistic) and mono-
tonically non-decreasing (i.e., the heuristic value
of a node is not smaller than the heuristic value
of its parent). Our experiments on synthetic game

trees showed that to avoid the pathology, the eval-
uation function must foremost be non-decreasing,
but it is desirable that it is also admissible. This
is somewhat surprising, because more attention is
usually paid to admissability.

We also experimented with path-finding on
maps from commercial computer games using
LRTS algorithm [4]. We found that the pathology
is common, but not very strong. It has two causes:
(1) the learning component of LRTS and (2) the
fact that during path-finding, LRTS searches only
every d steps, where d is the depth of search.
Learning turned out to be most effective at smaller
depths and consequently smaller depths sometimes
outperformed larger ones, which is pathological.
Searching every d steps also brings different depths
closer to each other, because even though searches
to smaller depths are less effective, they are per-
formed more frequently, and consequently smaller
depths sometimes again outperformed larger ones.

5. Conclusion

In the thesis we provided a new, simple explana-
tion for the minimax pathology and we quantified
and explained the three major parameters that af-
fect it. Moreover, we described the mechanism that
makes minimax search beneficial. We also con-
tributed to the previously very limited knowledge
about the pathology in single-agent search.

The full thesis is available here: http://dis.
ijs.si/mitjal/supplements/PhD.pdf.
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[4] M. Luštrek and V. Bulitko, Lookahead pathology in
real-time path-finding, Proceedings of National Con-

ference for Artificial Intelligence, Learning for Search

Workshop (2006), 108–114.
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