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ABSTRACT 

 

This paper presents a method for classifier development by 

combining domain knowledge and machine learning. The 

development is performed in two phases: (1) development 

of initial hypothesis using domain knowledge or interactive 

machine learning and (2) refinement of the initial 

hypothesis using genetic algorithms. The method is 

presented in the domain of fall detection.  

 

1  INTRODUCTION 
 

Recently, there has been a growing interest in innovative 

ICT solutions that would aid the elderly to live 

independently for longer and counteract reduced capabilities 

caused by age. In this respect, sustainable and personalized 

healthcare has become one of the strategic interests of the 

European society. The aging of the population in Europe 

causes immense pressure on the healthcare expenditures, 

which already account for 9% of the EU’s GDP spending 

[1]. The development of personalized healthcare systems is 

one of the research focuses of the fifth challenge of the ICT 

Work Programme under FP7. These systems would provide 

more effective care of patients by monitoring patients’ health 

conditions using wearable, portable and implantable systems, 

providing health professionals with comprehensive 

monitoring and diagnostic data. 

 

The European FP7 project Confidence – Ubiquitous care 

system to support independent living [2] aims at developing 

a system that will monitor the health conditions of its elderly 

user in real-time. It encompasses detection of falls as well as 

changes in behavior, such as limping, slow moving and 

physical inactivity. In case a health problem is detected, the 

system issues a warning to the user and alerts a caregiver if 

necessary. This way the system would provide the elderly 

with confidence to continue to live independently at home as 

long as possible. 

 

In this paper we focus on the fall detection part of 

Confidence [3]. Development of a fall detection classifier 

was challenging because of the following reasons: First of 

all, high reliability is needed since, on one hand, undetected 

falls may be disastrous for the user and, on the other, too 

many false positives may be disturbing for the user and may 

lead the user to be unwilling to use the system. Second, 

representative dataset for falls is difficult to obtain because 

of the variety of fall types, variations depending on the user, 

as well as ethical issues and injury danger which prevent 

collection of large amounts of data by healthy persons 

simulating falls. Non-representative dataset may cause 

classifier overfitting and poor performance in the general 

case. The problem that we address in this paper is how to 

create a robust fall detection classifier when only a limited 

amount of data from the domain of interest is available. 

 

We addressed the problem of generation of a robust fall 

detection classifier by combining domain knowledge (DK) 

and machine learning (ML). DK and ML complement each 

other. ML algorithms can discover characteristic domain 

patterns which may be too subtle for humans to detect, but 

they can only discover patterns that are present in the 

training dataset. DK, on the other hand, may be related to 

examples not present in the available domain dataset. 

Therefore, their combination may improve the reliability of 

the developed classifiers, if done in a proper way. 

  

In the following, we present preliminary study of a method 

of development of rule-based classifier by combining DK 

and ML and compare it to classifiers developed by known 

ML algorithms that are in the form of rules, or that may be 

converted to rules. 

 

This paper is organized as follows: Section 2 presents related 

work on the topic of methods for classifier development by 

combining DK and ML. Section 3 presents the approach for 

development of a fall detection classifier by combining DK 

and ML. Its evaluation is presented in Section 4. Section 5 

concludes the paper.  

 

2  RELATED WORK 
 

Different approaches for model development by combining 

DK and ML are found in the literature.  

 

A comprehensive overview of methods for incorporating DK 

into inductive ML is presented by Yu [4], who categorizes 

these methods in four groups: (1) methods that use prior DK 

to prepare training examples [5][6], (2) methods that use 

prior DK to initiate the hypothesis or hypothesis space 

[7][8], (3) methods that use prior DK to alter the search 

objective  [9][10] and (4) methods that use prior DK to 

augment search [11][12].  

 



 

In addition to this, methods for combining DK and ML are 

found in the field of interactive ML. Interactive ML basically 

refers to an iterative process of classifier generation by 

human-computer interaction. Two strategies for model 

generation using interactive ML can be distinguished: (1) 

iterative improvement of a single model by refining the input 

information used during ML induction  [13][14] and (2) 

generation of multiple models in order to select one or 

several that are the most relevant from the user point of view 

[15][16]. In principle, the combination of ML and DK 

improves the generality of the generated model and/or the 

efficiency of the learning process.  

 

3  METHOD 
 

The method for model generation by combining ML and 

DK, an extension of the method presented in [17], can be 

separated in two phases: 

 

− Determination of initial hypothesis by DK or interactive 

ML 

− Refinement of the initial hypothesis by genetic 

algorithms based on data of the domain of interest. 

 

Detailed presentation of the approach for determination of 

initial hypothesis is presented in [17]. Basically, an expert 

determines the format of the rules in the classifier by DK. 

The expert may explore the data of the domain of interest by 

generation of ML models and extract patterns from these 

models to be included in the rule-based classifier. 

 

The initial hypothesis is refined by genetic algorithms.  

 

Genetic algorithms [18] are stochastic search algorithms, 

whose search strategy mimics evolution and natural 

selection. Genetic algorithms have been used for solving 

certain optimization subproblems in machine learning. 

Kononenko and Kukar [19] identify four machine learning 

subproblems that involve optimization in a large search 

space and which may be addressed by genetic algorithms: 

feature subset selection, parameter tuning, constructive 

induction and hypothesis learning.  Genetic algorithms have 

been applied for solving such machine learning subproblems 

in rule induction, in decision tree induction, in neural 

networks as well as in support vector machines induction.  

 

Genetic algorithms are suitable for refining the initial 

hypothesis because the structure of the rules in the initial 

hypothesis is fixed and standard heuristics used for induction 

of rules are not suitable in our case. In addition to this, 

constraints defining relations between rules as well as 

relations between parameters within a rule can be specified 

in a straightforward way when using genetic algorithms. 

 

We have used the Pittsburg approach for rule discovery 

using genetic algorithms, meaning that each individual in the 

population represents one possible solution. The individual 

is basically a vector which contains the parameters of all 

rules in the rule-based classifier. The elements are real 

valued and take values in a predefined interval. The fitness 

function used for evaluating the quality of each individual is 

the accuracy of the solution on the training dataset; fitness 

values fall within the interval [0, 1]. Elitism was used, 

meaning that the best individual is always transferred in the 

new population. By this we want to tune the parameters of 

the rule-based classifier as good as possible to the training 

dataset. Overfitting should be avoided because the structure 

of the rule-based classifier is defined by domain expert.  

   

4  EVALUATION 
 

The evaluation of the presented method was done in the 

domain of fall detection. The rule-based classifier 

developed for the need of fall detection is based on the 

pattern that if an elderly is lying or sitting on the ground for 

long period of time, then there is high probability of a fall. 

It contains the following types of rules: 

 
1. IF falling activity within T1fall seconds AND the user was 

lying/sitting on the ground P1activity% in T1activity seconds 

AND the user was not moving P1moving% in T1moving 

seconds THEN fall 

2. IF falling activity within T2fall seconds AND the user was 

lying/sitting on the ground area afterwards P2activity% in 

T2activity seconds THEN fall 

3. IF the user was lying/sitting on the ground for P3activity% 

in T3activity seconds AND the user was not moving 

P3moving% in T3moving seconds THEN fall 

4. IF the user was lying/sitting on the ground for P4activity% 

in T4activity THEN fall 

 

A test scenario that contains clear-case and complex events 

of falls was designed in order to test the reliability and the 

robustness of the developed classifier. The clear-case events 

contain typical fall and non-fall events, such as normal 

behavior (e.g. standing, sitting, lying in bed), tripping, 

falling from chair when trying to stand up and searching for 

something on the ground on all fours and lying. The 

complex events represent atypical falls and non-fall events 

which may be easily mistakenly classified as falls, such as 

falling slowly trying to hold onto furniture from standing, 

lying down quickly on the bed, sitting down quickly on the 

chair, falling slowly trying to hold onto furniture when 

standing up from the chair or sitting on a low chair. The fall 

examples of the complex events do not have high 

acceleration towards the ground during the falling activity, 

which is a characteristic feature of falls, whereas the non-

fall events contain high acceleration towards the ground 

during going down activity and activities, such as sitting on 

a low chair, that may be misclassified as lying or sitting on 

the ground.  

 



 

All events present in the test scenario were recorded in 

single recordings interspersed with short periods of walking. 

Each recording lasted around 20 minutes. The recordings 

were made by 5 healthy volunteers (3 male and 2 female), 5 

times by each. 

  

The classifiers were generated using the straightforward 

events only. We used leave-one-person-out evaluation, 

meaning that the classifier was generated on the examples 

from four persons and tested on the examples of the fifth 

person, which was excluded from the training dataset. 

Firstly, the initial classifier was specified by domain expert. 

Then genetic algorithms were used for tuning the initial 

classifier to suit system- and user-related characteristics 

creating the refined classifier using the examples in the 

clear-case events. The accuracy of the classifiers generated 

in this way was tested on both clear-case and complex 

events of the person excluded from the training dataset. The 

test on the clear-case events shows how well the classifier 

performs on types of events present in the training dataset. 

The test on the complex events, on the other hand, is used to 

test the generality and robustness of the generated classifier, 

since the complex events are not present in the learning 

process. For comparison, fall detection classifiers were 

induced using machine learning only with attributes 

equivalent to the parameters of the rules in the rule-based 

fall detection classifier. We used decision trees (J48 in 

Weka [20]) and rules (JRip in Weka [20]) because these 

algorithms create models that can be converted to or are a 

set of rules. 

 

Table 1 presents a comparison of the performance of the 

obtained fall detection classifiers. J48 and JRip seem to be 

biased toward recognition of fall events. They detected all 

fall examples in the clear-case and complex events, at the 

same time raising false positives in many cases. The initial 

classifier is less biased towards recognition of falls, as 

experts introduce patterns for which they are sure that are 

relevant for the recognition of the class of interest. This, 

however, causes certain fall examples not to be recognized. 

Finally, the refined classifier significantly increases the 

precision of the classifier on the clear-case scenarios. The 

refinement of the initial classifier with genetic algorithms 

contributes to a slight increase in the performance of the 

classifier as compared to the initial classifier.  

 

4  CONCLUSION 
 

The combination of DK and ML may increase the credibility 

and performance of the developed classifier in the general 

case. On one hand, ML algorithms can discover 

characteristic domain patterns which may be too subtle for 

humans to detect, but they can only discover patterns that are 

present in the training dataset.  

 

In this paper, we present a preliminary study of a method for 

generation of a classifier by combining DK and ML.  The 

presented method can be divided into two phases: (1) 

creation of initial hypothesis by DK or interactive ML and 

(2) refinement of the initial hypothesis using genetic 

algorithms. Preliminary tests show that the incorporation of 

DK in the learning process improves the performance of the 

classifier in the general case. Additionally, tests show that 

refinement by genetic algorithms may contribute to 

additional performance   improvement.  

As future work, we need to apply the presented method in 

other domains in order to test its generality. We need to 

explore different settings of the genetic algorithm in the 

refinement phase (e.g. different fitness functions, different 

recombination possibilities). 
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 CLEAR-CASE EVENTS COMPLEX EVENTS ALL EVENTS 

 Precision Recall F-measure Precision Recall F-measure Precision Recall F-measure 

J48 0.76 1.00 0.86 0.28 1.00 0.44 0.41 1.00 0.58 

JRip 0.76 1.00 0.86 0.27 1.00 0.43 0.40 1.00 0.57 

Initial 

classifier 
0.84 0.98 0.91 0.33 0.98 0.49 0.48 0.98 0.64 

Refined 

classifier 
0.94 0.91 0.92 0.34 0.96 0.51 0.50 0.93 0.65 

Table 1 Classifier comparison 
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