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ABSTRACT
Bad environmental conditions in the office can negatively
affect the workplace productivity. In the presented work we
measure three ambient parameters - CO2, temperature and
humidity - asses their quality and predict their likely future
values. To do so, we first heuristically determine the state
of the office (are the windows open, air conditioner active
etc.) and then try to mathematically model the parameter’s
future behavior. Based on the current and predicted state
of ambient parameters, we can send a recommendation on
how to best improve them. Experimental evaluation shows,
that our models outperform the related work in terms of
prediction accuracy.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
D.2.8 [Software Engineering]: Metrics—complexity mea-
sures, performance measures
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CO2, temperature, humidity, modeling, recommendations

1. INTRODUCTION
Good work environment is essential for keeping work pro-
ductivity. In this paper, we are focusing on three office’s
ambient parameters: CO2, temperature and humidity. The
quality of these parameters is often hard for humans to ob-
jectively detect, especially if they are changing slowly. How-
ever, it has been shown [4, 5] that when their quality drops
below certain thresholds, the work productivity in the office
is negatively affected.

In this paper we present an intelligent system that is able to
measure these parameters and estimate their future values.
In the case of CO2 and temperature, a simple mathematical
model is used for prediction, in the case of humidity a ma-
chine learning model is used instead. Furthermore, it is able

to asses the quality of these parameters, simulate several
possible actions, that an user can take, and then recom-
mend the one leading to the best working conditions. The
system is meant to be used in offices without automatic am-
bient control and is a part of the larger ”Fit4Work” project
[2] that is focused on helping to raise the well-being of office
workers. It requires no prior knowledge or manual input of
office properties, yet it is able to adapt to them over time.

The ambient parameters were measured using the Netatmo
commercial device [1]. The same device is expected to be
used by the end users of the system, although it can be re-
placed with any similar device with the same functionality.
This device has an indoor and an outdoor unit, both capa-
ble of measuring the CO2, temperature and humidity, and
sending the data to a web server. For easier testing and val-
idation of our method we also had sensors that monitor if
the windows are opened and closed and an application where
we manually labeled the number of people in the office, the
air conditioner state, heater state and humidifier state. As
for the time of writing this paper we collected roughly two
years of data for three different offices in our department.
Data is continuously sent to a web server, where it is an-
alyzed as described in Section 2. If a recommendation is
deemed necessary, it is sent to a mobile device via a push
notification.

The paper was inspired by another work [3], and proposes
a different solution to the same problem. The proposed
solution makes heavier use of mathematical modeling and
produces more accurate predictions about the ambient pa-
rameter’s future values.

2. METHODOLOGY
The goals of this paper are three-fold. First, to predict the
state of the office: are the windows open, is air conditioner
turned on, etc. This not only allows us to predict the prob-
able changes in the ambient parameters, but also to make
sensible recommendations: no need to recommend opening
of the windows if they are already open. Second, to predict
the future behavior of the following three parameters - CO2,
temperature and humidity. We are interested in predicting
values up to 30 minutes in advance. Our data was measured
every 10 minutes, so this corresponds to 3 data points. Be-
havior should be predicted for the current state and also for
the cases where some office parameters changes. Finally, we
use a combination of the previous two points to form rec-
ommendations to the user on actions that improve the work



environment.

While the physical phenomena of temperature, humidity
and CO2 was already heavily studied in the past, the chal-
lenge we face here is in not knowing any attributes of the
office where this system would be used: how big the of-
fice, how good the thermal insulation, the surface of the
windows, etc. Using standard formulas for predicting the
ambient parameters can therefore be infeasible, given how
many unknowns they contain. In our approach we tried to
simplify the models to simple versions with only a few un-
knowns. We use data recorded in the target office in the last
two weeks (exact number of days may vary based on office
usage) to estimate these unknowns, and then use them for
real-time predictions in the following day.

2.1 Virtual sensors
Virtual sensors refer to values that are not directly mea-
sured. Instead, their value is derived from the measured
data and then later used to help derive some other value. In
our setting, there are five virtual sensors that affect the am-
bient parameters: the windows state, air conditioner state,
heater state, humidifier state and number of people in the
office.

”The number of people in the office” is calculated from rais-
ing CO2 levels, and the humidifier state is tied to humidity
data, so those two will be explored in the corresponding Sec-
tions 2.2 and 2.4. The remaining three can be determined
with simple heuristics as described below.

2.1.1 Windows
Windows were modeled in a binary fashion: they are ei-
ther open or they are closed. In a real office there might
be many windows, some of them open, some closed, some
perhaps half-open at any time; but lacking any knowledge
about the window quantity or size, predicting their state
more accurately is almost impossible.

An effect of opening the window is reflected on all three am-
bient parameters, but only in the case of CO2 is the effect
consistent. Whenever a window is opened, CO2 falls drasti-
cally, whenever it is closed it starts to rise again. This allows
us to make a simple heuristic: a.) if the CO2 is falling faster
then some threshold, window was opened; b.) if CO2 keeps
increasing, the window is closed; c.) if neither of those is
happening, assume the last known state. Thresholds can
be determined by looking at the data history and find such
values that would generate predictions, where windows is
opened/closed few times a day, as would realistically be the
case.

This approach could be improved by correlating changes
in CO2 to those in temperature and humidity, but the de-
scribed simple heuristic appeared to work well in practice.

2.1.2 Air conditioner
Again we assume binary outcome - the air conditioner is ei-
ther on or off - additionally we assume that the temperature
set on it is constant, or at least is changing infrequently.

The distinguishing pattern of air conditioning is one of tem-
perature inside decreasing while the temperature outside is
higher then inside. Since the temperature naturally tries
to equalize itself with its surroundings and since all other
factors (people, computers, etc..) only serve to warm the
office, it is reasonable to conclude that such a temperature
drop was caused by the air conditioner. After a while of
the air conditioner working, the temperature will converge
to value that can be stored for later predictions. If the tem-
perature starts rising again, the air conditioner is assumed
to be turned off.

2.1.3 Heater
The same assumptions and methods are used here as with
the air conditioner, except in reverse: the heater is on if
the inside temperature rises significantly more then expected
from the outside temperature, etc.

2.2 CO2 predictions
We start by modeling CO2, as it the most ”well-behaved” of
the three ambient parameters, and we describe the process in
depth. We later use a similar methodology for temperature
modeling. Intuitively, CO2 level inside the office is increas-
ing linearly with respect to the number of people present,
but at the same time it tries to equalize itself with the out-
side CO2 level. The bigger the difference between outside
and inside, the faster it moves from one side to another. If
window is opened, the same happens, only to a significantly
larger degree. This can be encapsulated in the following
equation.

Cn+1 = Cn + α(Cout − Cn) + βp (1)

Cn = CO2 inside at timestep n
Cout = CO2 outside
p = the number of people in the room
α = the coefficient of diffusion speed (between 0 and 1) -
small for closed windows, big for open ones
β = how much a single person raises CO2 in a given time unit

Using all the labeled data, the α and β are mostly trivial to
compute using linear regression. Using them results in an
almost perfect match between the predicted and real values.
In Figure 1 we plot a scenario where we know the initial CO2

level and all future windows states and all future numbers
of people, and we are able to predict CO2 level two days
in advance. This strongly signifies that the model captures
the real-life behavior of CO2, and it is only a matter of
determining the correct coefficients.

Calculating the coefficients for a given office without the la-
beled data, however, is a challenging task as the above for-
mula has 5 unknowns - α when windows are closed, α when
windows are opened, window state, β and number of people
p. Furthermore these coefficients can behave very similarly:
CO2 level in a room with many people and open window
can be close to CO2 level in a room with closed windows
and few people. The first improvement is to combine the
two variables β and p into one - γ, as we never need those
two individually and are only interested in their product.
This shortens the formula to:



Cn+1 = Cn + α(Cout − Cn) + γ (2)

This formula can be rewritten in an analytical way (Equa-
tion 3) so it can predict an arbitrary time step instead of
only steps of integer size (10 minutes). A simple explana-
tion of this formula goes as follows - CO2 always converges
to a value L. The number of people in the office dictates
this limit, while the value α dictates how fast we approach
this limit. The inverse of this formula will also be useful and
can be trivially computed using some basic algebra.

Cn =

{
γn, if α = 0

L+ (C0 − L)(1 − α)n, otherwise
(3)

L = Cout +
γ

α

Determining the window state is described in Section 2.1.1.
If we know the α value for the current window state, the γ
value becomes the only unknown in the formula and can be
determined with a simple linear regression, using last three
data points. Since γ correlates with the number of people in
the office, it must be recalculated for every prediction. The
α value on the other hand is dependent on the office heat
insulation level, office size and windows size, and is therefore
a constant. We can therefore estimate the α value by trying
different values on the past two weeks of data and then select
the one that has the lowest error rate when predicting - this
is possible since when predicting on the past data, we already
know what CO2 value will be reached.

2.3 Temperature predictions
We used the same base formula - Equation 3 - for the in-
side temperature prediction. This model however, has to be
made more complex because of two factors.

First, the temperature does not converge towards the outside
one, but goes towards some function of the outside temper-
ature instead. For example, even if the outside temperature
is below zero, the temperature in the office never went below
10 degrees, even without heating. There are several reasons
for this behavior, including the heat of the building itself,
and the fact that building is warming and cooling at differ-
ent rates than the exterior when the external temperature
changes. This is dealt by calculating a function from last
two weeks of data that models the expected inside temper-
ature as a linear function of the outside temperature. The
calculation is made during rest days, when no one is in the
office, reducing the noise in the data. This calculated value
then replaces the value Cout in the Equation 3.

Second, we have to account for both air conditioning and
heating. The detection of their state is described in Sections
2.1.2 and 2.1.3. In the same section it is also described
how to collect the limiting temperature value these devices
generate. If either device is on, the corresponding limiting
value replaces L in Equation 3. Improvement of this rather
simplistic modeling of the devices is subject to future work.
A prediction example is plotted in Figure 2.

2.4 Humidity predictions
Humidity was not changing much in our data, and when it
did, there was no obvious pattern. So instead of plugging
the data into the same equation, we used a classical machine
learning approach. The last few humidity and temperature
measurements, together with the window state are fed into
a machine learning model, and a prediction for future hu-
midity is given. Again the training of the model is made on
the previous two weeks. If it turns out that the prediction
underestimated the humidity in the office, the humidifier is
determined to be active. If the classifier overestimates the
humidity and humidifier was considered active, it is consid-
ered inactive from then on.

2.5 Recommendation system
Each ambient parameter has predefined quality ranges -
good, medium and bad. For example: ”good” CO2 is under
500 ppm, ”bad” over 800 ppm and ”medium” in between.
The ideal case is to have all three parameters in the ”good”
quality range. This, however, is not always possible as im-
proving one parameter may damage another - opening the
window may improve the CO2, but it may reduce the tem-
perature quality. The priority of the system is to have the
minimum number of ”bad” parameters. If all the parame-
ters are ”medium” or above, the maximum number of ”good”
parameters is prioritized.

A possible action is a change in one of the devices/windows
that exist in office. In the current version, all the devices
are assumed to be binary (air conditioner is either on or off,
windows are opened or closed, etc.). The list of all possi-
ble actions is generated based on the current assumed state
of the office. If the windows are assumed opened, ”open the
window” action will be omitted. Some hand-selected actions
may appear in pairs, as they are commonly done simultane-
ously: turn on the air conditioner and close the windows for
example. A default action ”do nothing” is also included on
the list.

Each action effect is simulated over the period of 30 minutes.
The action that results in the best state after that time
interval is selected. If the action has a higher score than the
default action of doing nothing, it is recommended to the
user.

While not fully implemented yet, there are two areas with
possible improvements that are currently worked on. One
is to try to make the recommendations more time-specific.
Instead of ”open the window”, we could recommend ”open
the window for 7 minutes, then close again”. This can be
done by first determining all the relevant time frames - times
where a parameter shifts from one quality range to another.
All the possible actions can then be tested against every
relevant time frame. This multiplies the number of combi-
nations checked, but the total number is still reasonably low.
Second is to predetermine which actions are even sensible,
given the context. If the only problem is the temperature
inside being too cold and it is also cold outside, then the
sensible options are only to close the window or to turn on
the heater. This is being implemented by an ontology that
contains facts about some ambient parameters, configured
in a way that is able to search for relevant actions given
current state.



Figure 1: CO2 prediction and ground truth, predicting values for the next two days, supposing that we have
perfect information about the current and future office state.

Figure 2: Temperature prediction and ground truth.
We predict what happens if no action is done,
against what happens if window is opened. The pre-
diction starts in the past so we can compare it to the
actual measurements.

3. RESULTS
As results we list (Table 1) the mean absolute error when
predicting a parameter 30 minutes in advance, during a three
month period. The test are made to be comparable with
those in paper by Frešer et al. [3]. We show that our pre-
dictions for CO2 and temperature display lower error then
the before-mentioned work. Their humidity measurements
were better, probably because of better selection of features
in their model.

Table 1: Mean absolute error
Parameter Our error Error reported by Frešer [3]

CO2 [ppm] 43 79
Temperature [°C] 0.36 0.50

Humidity [%] 1.2 0.74

4. CONCLUSIONS
In this work we model three ambient parameters in the office.
For two of them, we show a simple mathematical model, that
predicts their future behavior. For those two we get more
accurate predictions than those in the related work. This
is probably a consequence of using a physically-inspired for-
mula. For humidity we use a machine learning model, that
while showing promising results, still has room for improve-
ment. We also predict the state of devices and windows in
the office, although the accuracy of this prediction has not
yet been directly tested. Furthermore we presented a rec-
ommendation system that we plan to test with multiple real
offices in the future.
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