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Abstract
With modern technology and advanced models, it is possi-
ble to rather accurately anticipate the changes of weather
parameters, such as temperature or precipitation, for a cou-
ple of days in advance. On the other hand, predicting dy-
namics of internal parameters, such as office spaces, can
be tricky, as there are many variables that influence them,
and we do not have information on their status. Being able
to predict how parameters are changing would allow us to
recommend appropriate actions to improve their work/living
environment. In this paper, we present an anticipatory sys-
tem, that is built from virtual sensors, which estimates num-
ber of occupants in the room and detects the state of the
windows. Together with data from real sensors ontology,
as coded knowledge, outputs reasonable actions that may
improve internal environment. We built models, which an-
ticipate dynamics of internal parameters temperature (T),
humidity (H) and CO2 concentration (C), regarding all com-
binations of actions.
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Introduction
The term Sick Building Syndrome (SBS) was coined by the
World Health Organization in 1986 for buildings that cause
the occupants various health and comfort problems, and is
most commonly linked with air quality. The increasing avail-
ability of sensors to measure building parameters, as well
as building automation to control them, makes the moni-
toring and control of air quality a highly relevant subject of
investigation. It has been showed, that bad environmental
conditions in office reduces work productivity resulting in
around 20 billion USD loss in the USA [7]. Some of them
are hard to subjectively detect – such as air pollutants,
which decreases productivity by 6–9 % [20]. Another ex-
ample would be inappropriate humidity, which may result
in 5 % productivity loss [17] and it is also hard to detect.
Somewhat easier to detect and also to correct is inappro-
priate temperature, but it also has negative effects on work
productivity, 10 % [17]. New buildings typically already em-
ploy some kind of system that monitors and changes the
environmental parameters automatically, but most of older
buildings do not. Installing such systems would require a
substantial investment and work, so it is reasonable to ex-
pect that many places will not undertake such renovations
in near future. With this motivation, we build an intelligent
system that is constantly improving environmental param-
eters in workplace and only uses a few additional plug-in
components. For such intelligent system we need good
anticipatory system, that is able to anticipate dynamics of
environmental parameters regarding the actions occupants
will take.

In this paper we present an anticipatory system, where we
implement i.) Virtual sensors, which estimate how many
occupants are in the room and detect the state of the win-
dows. ii.) Coded knowledge in ontology, which outputs
actions that are possible to take, to improve quality of en-

vironment and iii.) anticipatory models, which uses data
from real and virtual sensors and anticipate the dynamics
of internal parameters temperature (T), humidity (H) and
CO2 concentration (C) according to different set of actions,
that ontology recommends. The next section of the paper
presents related work, which is followed by a section de-
scribing our system, a section with experimental evaluation,
and finally the conclusion.

Related work
The monitoring and control of indoor environment parame-
ters is a popular topic in smart–building research. Its main
focus is the trade–off between the occupants’ comfort in
terms of environment quality, and energy consumption [16],
[18]. Our goal is instead to satisfy regulatory requirements
(which presumably ensure a high comfort and effectiveness
of workers), while we do not focus on energy consump-
tion. To achieve this goal, we have to tackle two problems:
(i) recommending appropriate actions to improve the envi-
ronment parameters, and (ii) estimating the parameters re-
quired for this that cannot be sensed directly with the com-
mercial weather station at our disposal. Some of the related
work on the monitoring and control of building parameters
focuses on single parameters. An example is the detection
of air pollutants in the indoor environment [12], which can
be extended with suggestions on actions that will improve
the environment [5]. Multiple parameters can be tackled by
predictive control techniques, which first estimate the val-
ues of the studied parameters in the future [15], and then
suggest the most efficient actions to improve them. This
technique reports accurate results in terms of energy effi-
ciency, but less so in terms of comfort. Its main weakness
is that to set up the equations for the predictive models, one
must have detailed information about the building character-
istics (e.g., room sizes and building materials). Our system
can be used in any indoor environment with no information
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about its characteristics beyond the list of devices that can
be used for control (e.g., windows, heater and humidifier).
Such information can easily be provided by any user. Im-
portant parameters that cannot be sensed directly with the
weather station should be estimated. These are the num-
ber of occupants and state of the windows. A correlation
between the T–H–C values and the occupancy state or win-
dow state has been reported [3][10], so it can be modelled.
For example, Han et al. [10] report 0.96 root mean squared
error (RMSE) for estimating the number of occupants solely
from CO2 concentration using Hidden Markov Models, while
others used additional sensors but report a similar error
[4]. We did not come across any relevant methods for win-
dow state detection. Our system estimates both parameters
from the T–H–C values; the error of the occupancy estima-
tion is comparable or lower than in the referenced work.
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Figure 1: System architecture

System description
The intelligent system to improve T–H–C has three major
components – a sensing component, an ontology, and a
simulator, as shown in Figure 1. The sensing component is
composed of hardware (real) sensors and virtual sensors.
The hardware sensors measure and return raw parameter
values, while virtual sensors use machine learning on the
raw parameter values to estimate parameter values or de-
vice states that cannot be sensed directly. The outputs of
the sensing component are fed into the ontology. The on-
tology infers which actions can improve the state, based on
the current state and present devices. The list of actions
is fed into the simulator. The simulator is composed of an-
ticipatory models and the quality rating module (Q–rating)
which anticipates the T–H–C values for all combination of
actions and evaluate the resulting T–H–C states (values
range between -1 and 1). The action resulting in the best
state is finally recommended by the system. In this work we
present components of anticipatory system: Ontology, vir-

tual sensors and anticipation of the T–H–C parameters. We
also carried out an experiment of the whole recommender
system and evaluated it over the course of 3 time periods in
winter time. The details about experiment and the Q–rating
will be published in future.

Sensing
There is a growing market of commercial devices [19], [6],
[1] with integrated environmental sensors, which can mon-
itor environment quality. We used the commercial weather
station NetAtmoTM [19] composed of an indoor and outdoor
module. The indoor module measures the indoor tempera-
ture, humidity, CO2 concentration and noise, while the out-
door module measures the outdoor temperature, humidity,
and air pressure. The measurements occur every five min-
utes, so we define five minutes as one time step. We also
implemented two virtual sensors: the occupancy estima-
tor, which estimates the number of occupants in the room,
and the window state detector, which detects whether the
window is closed or open. These serve in place of physi-
cal sensors, which would increase the cost of the system
and be more difficult to install than the weather station, thus
being inconsistent with our design philosophy. The occu-
pancy estimator works in two steps. First, a classification
model classifies whether the room is currently occupied or
not. If it is, a regression model estimates the number of oc-
cupants. The models were trained on the real numbers of
occupants with machine learning. While the occupancy of
the room influences CO2 concentration in a pretty straight-
forward manner (more occupants→ higher rate of CO2 in-
crease), the dynamics of the T–H–C parameters in relation
to window actions are more complex; in part because they
are affected not only by windows but also by doors, whose
opening may cause a draft. However, we are only interested
in windows being opened for at least a moderate amount
of time to cause a relevant effect. In order to detect such
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Figure 2: Ontology description, where classes are in yellow boxes, example of instances are in purple clouds and object properties (relations)
are in blue boxes. Relation of subclasses are indicated in gray boxes, while data-relations are in green boxes.

window state and not the “false positives” originating from
people entering or leaving the office, a window is consid-
ered open if it is detected as such in two consecutive time
steps. The same approach is used to detect if the window is
closed.

Figure 3: Exhaustive class
hiearchy overview

We used machine learning to model both virtual sensors.
Since their outputs are based on the outputs of the hard-
ware sensors, they also work with the time step of five min-
utes. For each time step, we take the hardware sensor
values as well as features extracted from the historic data
of the last 20 time steps, and feed them into a machine–
learning algorithms. The classification models are trained
with the Support Vector Machines algorithm and the re-
gression model with the Support Vector Regression algo-
rithm, both implemented in the Weka suite [9]. We have
extracted relevant features, which are important for suc-
cessfully trained models:

• Last measured values of indoor T–H–C

• Last measured values of outdoor T–H

• "First derivate" of each parameter, calculated over the
last n time steps (n = 3, 5, 20) with the least square
linear regression [8]. This feature intuitively gives av-
erage change of parameters in given time-line.

• "Second derivate" of each parameter, again calcu-
lated over the last n time steps (n = 3, 5, 20) with the
least square linear regression [8], intuitively giving us
the speed of the dynamics of the parameters

• The number of time steps since the last window ac-
tion. This is important because parameter values
change faster right after a window action was taken
and then asymptotically approach a new equilibrium
value.
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Ontology
The motivation for representing the knowledge with an on-
tology is modularity. The simplicity of removing or adding
new devices, actions, parameters as well as relations (e.g.
if some unforseen relations are found experimentally after-
wards) enables the system to be rapidly upgraded, often
without any additional software development of the other
components. Devices, actions, and domain expert knowl-
edge used by our system are encoded in an ontology using
the Web ontology language (OWL) [2] with the open-source
software Protége [13]. The reasoning is done with the de-
scriptive logic reasoner Pellet [20].

Figure 4: Exhaustive object (in
blue) and data (in green) property
hierarchy overview

Figure 2 shows the structure of our ontology: a device has
one state and one or multiple actions, which influence one
or multiple parameters. The relation influence has two dis-
joint sub-relations: increases and decreases. Each param-
eter has a certain value, which is saved as float. It also
has evaluation properties and can be evaluated in terms
of quality (good, medium, bad) and deviation from good
quality (too high or too low). The reasoner infers evalu-
ation properties of parameters from their current values,
and infers which actions can be taken to improve the qual-
ity based on whether the deviation of a parameter is too
high/low and an action increases/decreases the parameter.
While the influence of some actions is straight-forward (if
we increase the heater, the temperature raises), the influ-
ence of window actions is complex and depends on exter-
nal parameters. We handle such cases with SWRL rules
[11] (e.g., if a window is closed and the external tempera-
ture is lower than internal, the action open the window will
lower the internal temperature). After the reasoner infers
all the relations, we use a SPARQL query [14] to search
for the actions that change parameter quality from medium
or bad to good. We present an exhaustive list of hiearchy
in Figures 3 and 4, where we can see skeleton of the built

ontology. The output of the ontology component is a list of
actions that may improve the T–H–C quality. These actions
are fed into the simulator.

Simulator
The simulator is composed of a anticipatory module, which
anticipates the future changes of the T–H–C parameters,
and the Q-rating module, which evaluates the quality of the
environment according to the anticipation. The overall task
of the simulator is to simulate the effect of all the actions
suggested by the ontology on the T–H–C parameters, and
to return the action that results in the highest Q-rating. We
build models using 2 months of historic data. At anticipatory
phase, we construct features using data for 20 time steps in
history.

Anticipatory models - for individual parameters
The actions retrieved from the ontology can influence one
or multiple monitored parameters. For example, turning up
the humidifier influences only the humidity, whereas open-
ing a window influences all the monitored parameters. To
anticipate the values of the monitored parameters for each
suggested action, we developed four machine-learning
models for each of them: the temperature, CO2 concen-
tration, and relative humidity. Four models are needed to
anticipate the values for 15, 20, 25 and 30 minutes in the
future, so that the simulator can consider different dura-
tions of the recommended actions (e.g. whether it is better
to open the window for 15 or 20 minutes). The anticipatory
models for all three parameters are using the same features
as the models for virtual sensors and additionally output of
the virtual sensors. The historic data of all the parameters
from the previous 20 time steps along with the extracted
features are fed into a regression algorithm, which outputs
the anticipated value.
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We have evaluated multiple regression algorithms exper-
imentally and selected the Support Vector Regression
(SVR) for all the anticipatory models, as it produced the
best results on the experimental data using 5-fold cross–
validation. Using cross–validation, we also selected most
appropriate parameters for SVR. For result presentation, we
evaluate anticipatory models which anticipates for the 20
minutes in the future.

Experimental evaluation
Dataset
Three offices, A (43 m2), B (27 m2), and C (20 m2) were
equipped for data collection and evaluation. During the
working hours (on work days between 9.00 and 17.00),
the average number of occupants per office was: 2.6 ±
1.5 (max 9) in A, 2.0 ± 0.9 (max 7) in B and 1.6 ± 0.9 (max
7) in C. All offices were equipped with NetAtmoTM indoor
and outdoor modules (top left in Figure 5), which measure
several environmental parameters including T–H–C, a hu-
midifier (top right in Figure 5), window and door sensors
that detected the window state as opened or closed (bottom
left in Figure 5), and with a smart–phone with an application
for self-reporting the occupancy, labeling the state of the
devices (e.g., humidifier is on or off) on bottom right corner
of Figure 5.

Experiment and results

Figure 5: Devices used in the
experiment. Indoor NetAtmoTM

module (top left), humidifier (top
right), window state sensor (bottom
left), and application interface for
self–reporting the occupancy,
labeling the state of the used
devices and receiving the
recommendations (bottom right).

The experiment was set to first evaluate and validate the
developed machine-learning models (virtual sensors and
anticipatory models). For the evaluation of the models we
split the data of each office into the training set (70 %) and
test set (30 %). The evaluation was done for each office.
To validate the models, we used the leave-one-office-out
approach. The classification models were evaluated and
validated in terms of accuracy (ACC), and the regression
models in terms of mean absolute error (MAE) and root

mean squared error (RMSE). The results are presented
in Table 1. We can see that we achieved a better valida-
tion RMSE score for estimating number of occupants (0.8)
compared to related work (0.96). Intuitively, the MAE score
of 0.46 means that we made less than half a person mis-
take in a room where people often enter and leave. The
evaluation of the virtual sensors shows that the accuracy
of window state detection is above 81 % (91 % in evalua-
tion). Anticipatory models experiments show that the error
slightly increases during the validation, however, the results
are still comparable to the evaluation results. We can see
that, in average, we make roughly 0.5 % MAE anticipating
humidity in 20 minutes time. While this result may appear
surprisingly accurate, we should stress that the changes
of humidity only become significant over prolonged time
intervals. Results for temperature and CO2 are also encour-
aging, making half a degree and around 50 ppm error on
average, which allows us to use this system to give quality
recommendations to the users. In Figure 6 we show sum-
mary of results using presented anticipatory system on in-
telligent recommender system which gives best evaluated
set of actions as recommendation to the user of the system.
We evaluated system across 3 periods of time. We can see
that we achieved better overall Q-rating (combined score
from T–H–C parameters) in offices that were equipped with
our system than in offices that were not. Further details of
the analysis will be published in future, including also the
data for all four seasons.

Conclusion
We developed an anticipatory system that contains two
major components. First, virtual sensors take data from a
commercial weather station (measuring internal and ex-
ternal temperature, internal and external humidity, and
internal concentration of CO2) and estimate the number
of occupants in the room and detects state of the window
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ACC MAE RMSE
Models E V E V E V

Window state [%] 91 81 7 7
Number of occupants 7 0.60 0.46 1.20 0.80
Ant. model (T [°C]) 7 0.41 0.46 0.54 0.56
Ant. model (H [%]) 7 0.58 0.33 0.9 0.47
Ant. model (C [ppm]) 7 54.7 44.7 104 60.7

Table 1: Evaluation (E) and validation (V) results for the
developed models. Results for window state detection is reported
in terms of accuracy (%). Results of estimation of number of
occupants and anticipatory models are presented in terms of error
(MAE, RMSE).

(open/closed). Output of the first system together with hard-
ware data is fed into ontology, representing the source of
knowledge, which produces a meaningful set of actions to
simulate. The second component is a simulator which sim-
ulates the values of the T-H-C parameters in near future,
based on potential actions and data provided from virtual
and hardware sensors. Machine–learning algorithms were
used to construct models behind both virtual sensors and
the simulator. Initial results based on testing the system on
real data show that both components of implemented sys-
tem are comparable or better than the related work. Using
such implemented system, we are able to provide recom-
mended actions that improve the quality of work/home en-
vironment. With accessibility of the hardware component
we are able to bring "smartness" in "non-smart" households
without an expensive intervention.
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Figure 6: Overall Q–rating per
office for all three periods. Blue
boxes are offices without
recommendations and green boxes
are offices with recommendations.

In future, we plan to detect states of additional devices
(such as humidifier, air-condition and heater) through virtual
sensors and to add additional environmental parameters
into consideration (at least noise and light).
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