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ABSTRACT

Health status and well-being of persons are significantly in-
fluenced by their physical fitness since, for example, low fit-
ness is related to several health risks. Identification of unfit
persons enables us to personalize advice or recommenda-
tions to improve their fitness. However, this identification
is not straightforward or standardized. For this purpose, we
propose a combination of dimensionality reduction methods
and clustering algorithms on data from a test battery used
in schools. Such an approach enables teachers, parents and
policy makers to identify clusters of fit and unfit students,
and better target actions for improving student fitness.
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1. INTRODUCTION

Physical fitness has significant impact on health and well-
being, since several health risk factors are related to low
fitness (see examples in [4] and [2]). In order to reduce the
risks, the physical fitness should be improved. This can
be achieved, for example, in schools, where teachers, par-
ents and policy makers can create and provide advice and
recommendations. Although general advice and recommen-
dations are possible, they are more efficient, when they are
personalized and better-targeted. However, to achieve this,
we firstly need to identify unfit students, which is not trivial.

Identification of fit and unfit students is not straightforward
or standardized. There are some metrics, such as body mass
index (BMI) [3] and the related Overweight and Obese Ado-
lescents (OOA) categories [1], which enable identifying un-
derweight, normal weight, overweight, and obese persons.
However, these metrics are not directly related to the phys-
ical fitness and consequently cannot be effectively used to
identify unfit students. To cluster students into fit and un-
fit, we propose to apply dimensionality reduction methods
and clustering algorithms on data from widely used test bat-
tery. The identification of unfit students will enable decision
makers to personalize actions for improving students’ fitness.

The paper is further organized as follows. The procedure
for identification of fit and unfit students is presented in
Section 2. Section 3 describes the experiments in terms of
the used dataset and the obtained results. Finally, Section 4
concludes the paper with ideas for future work.
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2. IDENTIFICATION OF FIT AND UNFIT
STUDENTS

The goal of the developed procedure is the identification of
fit and unfit students. Since there are different risks be-
tween underweight, normal weight and overweight students,
we focus only on one of these categories, namely overweight
students. Note that this category also includes obese per-
sons.

The developed procedure takes into account a set of physical
fitness measurements, known as SLOfit test battery', which
are performed yearly in Slovenian schools. The set of mea-
surements is shown in Table 1. These attributes are given as
raw data or as percentiles, where the attribute’s percentile,
i.e., the attribute’s quantile, is the rank of the student based
on this attribute within the set of students of the same sex
and age. In addition to the measurement data, the proce-
dure can also take into account a set of additional attributes
that are shown in Table 2. Note that Fitness index (FI) is
the quantile rank of the sum of the quantile ranks of the
fitness measurements.

Table 1: Measurements of the test battery.

Measurement Short name
Thickness triceps skinfold TTSFEF
Reaction time during arm plate tapping TAPT
Distance during standing broad jump DSBJ
Time pass polygon backwards on all fours TOCB
Number sit-ups in 60 s NSU
Distance fingertips-toes, bending forward DSR
Time bent arm position, hanging from bar TBAH
Time run 60 m T60m
Time run 600 m T600m

The proposed procedure searches for fit and unfit students
as follows. The input data consist of the measurement at-
tributes and (a subset of) additional attributes. These data
are clustered into groups of students. However, the true
clusters are not given thus the quality of clustering cannot
be easily assessed. As a solution, we apply dimensionality
reduction to obtain two-dimensional representation of data,
which is then visually assessed in terms of meaningfulness
of the obtained clusters. The meaningfulness of the clusters
is assessed based on two clusters’ properties:

"http://en.slofit.org/measurements/test-battery



Table 2: Additional attributes.
Attribute Short name
Sex SEX
Height (raw or percentile) H
Weight (raw or percentile) W
Grade GRD
Age AGE
Fitness index FI
OOA categories OOA
Body Mass Index BMI

1. We aim at obtaining at least two clusters that are sep-
arable in the reduced-dimensional space.

2. The obtained clusters should not be correlated to dis-
crete attributes, i.e., SEX, GRD, AGE, and OOA.
Such correlation is not wanted due to the fact that the
easiest way to cluster or reduce dimensions is to focus
on attributes that are already separable, e.g., discrete
attributes. However, such a clustering/dimensionality
reduction is meaningless for decision making, e.g., it
makes no sense to find clusters of males and females
since these clusters are already known.

In our procedure, we apply the following clustering algo-
rithms: KMeans, Affinity Propagation, Mean Shift, and
Birch. In addition, we use the following dimensionality re-
duction methods: Factor analysis (FA), Principal compo-
nent analysis (PCA), Singular value decomposition (SVD),
Independent component analysis (ICA), Isometric mapping
(ISOMAP), and Uniform manifold approximation and pro-
jection (UMAP). The developed procedure works as follows.
For each combination of clustering algorithms and dimen-
sionality reduction methods we apply the following steps.

Step 1: A subset of data is randomly selected to make clus-
tering and dimensionality reduction feasible (due to the fact
that some methods are computationally intensive).

Step 2: This subset is clustered and the model for data
clustering is obtained.

Step 3: Dimensionality reduction method is applied on the
subset and the model for dimensionality reduction is ob-
tained.

Step 4: The entire dataset is clustered with the clustering
model.

Step 5: The model for dimensionality reduction is applied
on the entire dataset.

Step 6: The entire dataset is presented in the reduced-
dimensional space. Clusters are marked with different col-
ors.

Step 7: This representation is visually assessed in terms of
meaningfulness of the obtained clusters.

3. EXPERIMENTS AND RESULTS

The proposed procedure was evaluated on two relevant sets
of students from the SLOfit dataset: a) High school students
(ages 15-19), and b) Elementary school students (up to age
of 11). In addition, only data from the most recent year was
used, i.e., 2018. The attributes are shown in Tables 1-2.
Note that the data of high school students included GRD,

FA PCA SvD ICA ISOMAP UMAP

KMeans
B
v

!
!

Affinity Propagation

3

|

»
1.."‘

/

Birch
‘-:7.-.

Figure 1: Dimensionality reduction and clustering
on nonpercentile data from high school students.
Reduced dimensions are presented with position in
the new space, while clusters are shown with differ-
ent colors.

but not AGE, while data of elementary school students in-
cluded AGE, but not GRD. The following sections present
the analysis of the data, which was performed in two steps.

3.1 Initial Analysis

The initial analysis was performed on all the attributes and
with all the clustering algorithms and dimensionality reduc-
tion methods. The results are presented in Figure 1. This
figure shows that several dimensionality reduction methods
found two (separable) clusters, i.e., PCA, SVD, and ICA. In
addition, KMeans and Birch identified those two clusters.
However, the highest correlation with these clusters are ob-
tained by SEX (see Figure 2). In addition, Figure 3 confirms
that the two clusters obtained with reduced dimensions rep-
resent two sexes. Such clusters are obvious and thus not
interesting for the decision makers.

Additional tests were performed on subsets of attributes and
the results showed that only some subsets produced interest-
ing clusters. Therefore, we decided to systematically assess
various subsets of attributes. Since the measurements (see
Table 1) are (probably) the most suitable for determining
the physical fitness, we evaluated only the subsets of ad-
ditional attributes (see Table 2), while measurements were
always considered.

The results also indicated that some clustering algorithms
and dimensionality reduction methods were redundant or
uninformative. For example, Mean Shift and Affinity Prop-
agation found more clusters than needed, while KMeans and
Birch discovered the best (but the same) clusters (see Fig-
ure 1). Therefore, KMeans and Birch are redundant and we
prefer KMeans among them due to its simplicity. In addi-
tion, dimensionality reduction methods can be divided into
two groups: a) components/factor based (FA, PCA, SVD,
and ICA), and b) projection based (ISOMAP and UMAP).
The former, for example, aim at maximizing the variance
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Figure 2: Correlation of clusters found by KMeans
with the attributes on nonpercentile data from high
school students.
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Figure 3: Relation between data in reduced dimen-
sions and the SEX attribute on nonpercentile data
from high school students, where SEX is shown with
different colors.

in the dataset (PCA), while the latter try to maintain the
distances between the data. Therefore, one representative of
each group should be used, i.e., PCA as the most widely used
from the first set, and UMAP (that is faster than ISOMAP)
from the second set.

3.2 Systematic Analysis

Based on the results from the initial analysis, we decided to
systematically evaluate all subsets of additional attributes
(see Table 2) using only KMeans for clustering, and PCA
and UMAP for reducing dimensions. Note that measure-
ments’ data (see Table 1) were always taken into account.
In this way, the number of tested subsets of attributes was
27 = 128 (due to 7 additional attributes). Each subset of
attributes was evaluated four times: 1) percentile attributes
of elementary school data, 2) nonpercentile attributes of el-
ementary school data, 3) percentile attributes of high school
data, and 4) nonpercentile attributes of high school data.
This resulted in 4 x 128 = 512 tested subsets.

To additionally simplify clustering and find meaningful clus-
ters, we grouped subsets of attributes with respect to their
results and cluster the data with respect to clusters obtained
with UMAP. More precisely, the procedure was as follows:

Step 1: Reducing dimensionality with UMAP.

Step 2: Clustering students for all subsets of attributes.
Each subset represents one instance. Many instances cluster
students similarly, therefore instances should be grouped in
order to find only representative instances, i.e., one instance
for each group of instances (Step 3).

Step 3: Grouping similar instances with respect to clus-
ters of discrete attributes, i.e., OOA, SEX, and GRD/AGE,
based on visual inspection. For example, grouping together
instances with two clusters which represent two SEX-es, or
instances with four clusters which represent four GRD-es.
Step 4: Clustering students for each group found in Step 3.
The input for this clustering are the cluster ids of instances

UMAP

3
&

UMAP

UMAP

2

UMAP PCA UMAP PCA
SEX SEX

A WA

o
p————
-
s
5,
t:%
R i
ki
A+
i
—

»

Figure 4: Examples of clusters found by PCA and
UMAP on nonpercentile data from high school stu-
dents. Columns 3-8 show the data with respect to
discrete attributes, where attribute values are rep-
resented with different colors. Rows show the clus-
ters with respect to four set of attributes that were
used by dimensionality reduction methods. First
row: all attributes, clusters represent SEX; Sec-
ond row: measurements only, no clusters found;
Third row: measurements and SEX, clusters rep-
resent SEX; Fourth row: measurements and FI, no
connection between clusters and discrete attributes.
According to definition of meaningful clusters given
in Section 2, only the fourth row shows good clus-
ters.

within the group, where these cluster ids were found in Step
2. The instances within the group might not produce similar
clusters of students, therefore, such non-homogenous groups
should be split (Step 5).

Step 5: Visual inspection of the obtained clusters for each
group. If the found clusters are not consistent among the
instances, the group is split and Step 3 is repeated. For
example, if the group contains instances with two clusters
and only half of these instances are correctly clustered into
two clusters (i.e., consistent with clustering for the whole
group), the correctly clustered instances represent a good
subgroup and Step 6 should be applied. On the other hand,
the incorrectly clustered instances are not a good subgroup
and Step 3 has to be repeated.

Step 6: Finding representative instances of each group
found in Step 5. For example, if attributes (e.g., SEX, GRD,
W, H) of first instance are subset of the attributes of the
second instance, the first instance (with a lower number of
attributes) is more representative and should be used for
further analysis.

This procedure enabled us to reduce the number of instances,
i.e., subsets of attributes, that need to be analyzed, since it
found the most representative subsets of attributes only.

The representative clusters are described in Table 3 in terms
of additional attributes that were used (in addition to mea-
surements), attribute type (raw or percentiles), the number
of obtained clusters and the attribute with the highest cor-



Table 3: Properties of representative subsets of attributes obtained by combining dimensionality reduction

methods and clustering algorithms.

Students Additional attributes Attribute type Number of 'Attrlbute Wltl.l
clusters highest correlation

high school OOA raw 2 OOA
high school GRD, H, BMI raw 2 GRD
high school SEX raw 2 SEX
high school FI raw 2 FI

high school OOA, BMI percentile 2 OOA
high school SEX percentile 2 SEX
high school FI, GRD, W percentile 2 FI
elementary school | AGE, H, W, FI, BMI, OOA raw 2 OOA
elementary school | AGE, H, W, FI, BMI raw 2 AGE
elementary school | SEX, AGE, W, FI, OOA raw 3 SEX
elementary school | AGE, W, BMI, OOA raw 3 OOA
elementary school | SEX, H, FI, BMI, OOA raw 4 OOA
elementary school | AGE, W, FI raw 5 AGE
elementary school | SEX, AGE, H, BMI, OOA raw 6 SEX
elementary school | SEX, AGE, H, W, BMI, OOA raw 7 SEX
elementary school | SEX, AGE, W, OOA raw 8 SEX
elementary school | SEX, AGE, BMI, OOA raw 10 SEX
elementary school | SEX, BMI, OOA percentile 2 SEX

relation with clusters. Examples of obtained clusters are
shown in Figure 4.

The results in Table 3 show that the majority of the ob-
tained clusters is correlated with discrete attributes such as
OOA, GRD/AGE, and SEX. The only exceptions are the
two subsets of attributes whose clusters are correlated with
FI. These subsets are also the most interesting ones, since
the goal was to cluster the students based on their fitness
into fit and unfit groups. These interesting clusters can be
also seen in Figure 4 in fourth row. This figure confirms
that the obtained clusters are not correlated with discrete
attributes, i.e., SEX, GRD, and OOA.

Although we were able to find interesting clusters, i.e., those
that are not correlated with discrete attributes, these clus-
ters were obtained by using only specific subsets of attributes
and only for high school data (see Table 3). In addition, no
interesting clusters were obtained from elementary school
data. It should be also noted that out of 512 possible at-
tribute subsets, only two subsets were interesting, i.e., pro-
duced at least two clusters that were not correlated with
discrete attributes.

4. CONCLUSION

This paper presented an approach for identification of fit and
unfit students. This approach analyzes data from test bat-
tery used in schools by combining dimensionality reduction
methods and clustering algorithms. By visually inspecting
the results of data analysis, it enables us to find combina-
tions of attributes that produce meaningful clusters of fit
and unfit students. The identification of unfit students sup-
ports teachers, parents and policy makers in better targeting
actions for improving fitness of those students.

In our future work, we will aim at developing a method
for automatic assessment of obtained clusters, which will be

used instead of visual assessment. To this end, an analytical
approach for assessing the quality of clusters will be devel-
oped. This approach will also aim at determining to which
extent the obtained clusters represent fit and unfit students.
This task is especially challenging since we do not have the
true values.
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