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Abstract. The purpose of this study was to redefine health and fit-
ness categories of students, which were defined based on body mass
index (BMI). BMI enables identifying overweight and obese persons,
however, it inappropriately classifies overweight-and-fit and normal-
weight-and-non-fit persons. Such a classification is required when person-
alized advice on healthy life style and exercises is provided to students.
To overcome this issue, we introduced a clustering-based approach that
takes into account a fitness score of students. This approach identifies
fit and not-fit students, and in combination with BMI, students that are
overweight-and-fit and those that are normal-weight-and-non-fit. These
results enable us to better target students with personalized advice based
on their actual physical characteristics.

Keywords: Improving BMI-based classification - Fitness-based
clustering - Multiobjective problem

1 Introduction

According to WHO, overweight and obesity have become urgent global health
issues in recent decades [5]. Overweight and obese persons are classified accord-
ing to the body mass index (BMI). This weight-to-height index enables defining
categories of adolescents such as Overweight and Obese Adolescents (OOA) cat-
egories [1]. OOA defines four categories from the lowest to the highest BMI:
underweight, normal weight, overweight, and obese. The BMI bounds for these
categories are sex- and age-specific, and are typically given with sex-specific
BMI-for-age charts.
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The main advantage of the BMI index and the resulting categories is its sim-
plicity to measure. More precisely, it requires only two easy-to-obtain measure-
ments: body weight and height. Its simplicity also represents its drawback: BMI
fails to identify persons that, for example, have high muscle mass. Although they
are overweight according to BMI, they are fit and should be treated differently
than overweight persons without high muscle mass. This is a key issue when pro-
viding personalized advice on healthy life style and exercises, e.g., to students in
high school. For example, the advice for students with high BMI and high muscle
mass should be significantly different than for those with high BMI only.

BMI in combination with OOA has been widely used to study the correlation
between obesity and health conditions in the last decades. For example, various
risk factors were analyzed with respect to the OOA categories [1]. In some cases,
however, BMI is not enough for accurate prediction. For example, it was shown
that the prevalence of excess adiposity is overestimated by BMI in blacks within
the pediatric population [10], which mirrors our own observation that BMI is
not always appropriate for health-related clustering.

There were also studies on the relation between BMI and fitness. For example,
cardiovascular risk profile was investigated in Caucasian males with at least 3h of
sports activity per week and the results showed that the threshold for an optimal
BMI concerning cardiovascular risk factors might be far below 25kg/m? even if
other lifestyle conditions are apparently optimal [7]. Heart failure mortality in
men was studied in relation to cardiorespiratory fitness and BMI, and the results
showed that the risk factor was significantly lower in fit compared with unfit men
in normal and overweight body mass index but not in obese men [4].

The existing research shows that both BMI and fitness are important for
assessing health status of persons and predicting health issues. In addition, it
also shows that BMI and fitness score are two distinctive measurements: we
cannot precisely predict one from the other, although some correlation exists.
See, for example, Farrell et al. [4] who showed that there are unfit and normal
weight persons, and those that are fit and obese. However, in contrast to BMI,
there is no commonly used definition of fitness score. We propose to overcome this
issue by considering a widely used test battery. This test battery is performed
by students in Slovenian schools once a year and enables us to calculate an
overall fitness score as well as access the main components of physical fitness
(see Table1). In contrast to related work, we do not predefine the clusters of fit
and not fit persons, but we apply a multiobjective approach with three objectives
to search for the best split into fit/non-fit clusters. In addition, the fitness score
in combination with OOA categories enables the identification of persons that
are overweight or obese but are fit, and those that have normal weight but are
not fit. The resulting categories of students enable the teachers, parents and
policy makers to create and provide personalized and better-targeted advice,
recommendations and curricula.

The paper is further organized as follows. The fitness-based approach for clus-
tering students is described in Sect. 2. Section 3 reports the experiments including
the dataset and the results. Finally, Sect.4 concludes the paper with ideas for
future work.
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Table 1. The physical fitness tests of the test battery. All the test measurements are
in percentiles.

Fitness test| Measurement

PTSF Thickness of triceps skinfold

PAPT Reaction time during arm plate tapping

PSBJ Distance jumped during standing broad jump

POCB Time to pass a polygon backwards and on all fours

PSU Number of sit-ups in 60s

PSR Distance between fingertips and toes when standing and bending forward
PBAH Time in a bent arm position while hanging from a bar

P60m Time to run 60 m

P600m Time to run 600 m

2 A Fitness-Based Approach for Clustering Normal
Weight, Overweight and Obese Students

There is no golden standard for deciding who is fit and who is not. The most
straightforward approach to separate students who are fit from those who are
not is to apply a threshold to the overall fitness score. However, it is not clear
what this threshold should be, and since we have measurements of the main
components of physical fitness available, we should consider whether they can be
used to achieve a better separation. In our clustering, we explore these questions
and finally propose an approach for separating the fit students from the non-fit.

2.1 Fitness Score

The fitness score is calculated by taking into account a set of physical fitness
measurements. These measurements are obtained with the SLOfit test battery!,
i.e, a version of Eurofit Physical Fitness Test Battery [3], which is a set of physi-
cal fitness tests covering flexibility, speed, endurance, and strength. The selected
set of measurements is shown in Table 1. For each measurement, a quantile (per-
centile) rank is calculated by taking into account sex and age. Utility functions
then transform these ranks on a scale ranging from 0 to 100 points, where 0 is
the worst possible score and 100 is the best. Finally, the points of all the mea-
surements are summed up and the fitness score is determined as the quantile
rank by taking into account reference population, sex and age.

2.2 Measuring Clustering Error

The fitness score enables the evaluation of clusters of students within a dataset:
students within a cluster should have similar fitness score, while fitness score

! http://en.slofit.org/measurements/test-battery.
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Fig. 1. Examples of clusters: (a) good clusters, i.e., there is no intersection between
clusters; (b) bad clusters, i.e., intersection between the clusters is very high.

of various clusters should be different. To evaluate a pair of clusters, we firstly
calculate the histograms of both clusters with respect to the fitness score. Next,
we find the intersection between the histograms. The intersection represents the
overlap between clusters, which ideally should be 0, since clusters should be dis-
junctive. Therefore, this intersection represents the error that is then normalized
with respect to the size of both clusters. The resulting maximal error percentage
between both clusters is then used as the amount of error with respect to the
fitness score (ey). Examples of histograms of clusters and intersections between
them are presented in Fig. 1: Good clusters with no overlap are shown in Fig. 1a,
while Fig. 1b depicts bad clusters with high percentage of overlap.

The same error function can be also applied to percentile ranks of fitness
components (i.e., physical fitness measurements), which can be interpreted as
follows: we want to find clusters in which students have similar percentile ranks
of fitness components, while the percentile ranks between clusters should differ.
As a consequence, the performance of fit and non-fit students with respect to
individual components should be different. The error measure based on percentile
ranks of fitness components (e.) is thus calculated as the average of all the errors
of individual fitness components.

Although the clusters of students with respect to the fitness score can signif-
icantly differ from the clusters based on OOA, it is reasonable to assume that
the ratio between students with normal weight and those that are overweight
or obese is similar to the ratio between fit and non-fit students. Note that the
boundary between people with normal weight and those that are overweight or
obese is to some degree arbitrary, and the same can be said for those who are fit
or not. Therefore we assume the same ratio for the latter as for the former. As
a consequence, the number of fat-and-fit students should be roughly the same
as the number normal-weight-and-non-fit students. However, the exact numbers
might differ, therefore we measure the error with respect to size difference (ey)
as the normalized difference between the size of normal weight students and the
size of fit students.

The proposed approach enables us to evaluate and compare various clustering
algorithms that aim at clustering students into fit and non-fit clusters. The
comparison is done in three-objective space, where the errors (ey, e., €,) represent
the dimensions, i.e., objectives, of this space: the error with respect to the total
fitness (ey), the average error with respect to individual fitness components (e.),
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and the error with respect to the size (es). Note that all the errors should be
minimized.

2.3 Clustering Based on Fitness Score

Besides applying existing clustering algorithms to solve the problem of finding
clusters of fit and non-fit students, we also propose the following algorithm. First,
the fitness score is discretized equidistantly. Second, each discretized value is used
as a limit as follows: all the students with lower fitness score are added to the first
cluster, while the students with higher score are added to the second cluster. Each
such pair of clusters is evaluated with respect to the error functions (ey, e, es).
In comparison to other clustering algorithms, this approach has the advantage
of being intuitive, easy to understand, and very effective. Its performance in
comparison to other clustering algorithms is presented in the following section.

3 Experiments and Results

This section presents the dataset of students that were clustered, the clustering
algorithms the were applied, and the obtained results with discussion.

3.1 Dataset of Physical Fitness Measurements

We evaluated our approach on a dataset of students from Slovenian schools,
SLOfit2. More precisely, we only analyzed the data of high school students (ages
16-21). In addition, only the most recent year of measurements was used, i.e.,
2018. The attributes for the clustering algorithms were percentile ranks of fit-
ness components and are shown in Table 1. Moreover, only normal weight, over-
weight and obese students were selected. Note that the same approach can also
be applied to underweight students, however, for the domain experts the most
relevant division is between normal weight and overweight students. In total,
27,304 students were taken into account.

3.2 Clustering Algorithms

The clusters of fit and not-fit students were found with a set of clustering algo-
rithms. Since the goal was to cluster in two clusters, only those algorithms that
enabled defining the number of clusters were selected. However, several cluster-
ing algorithms have a high computational complexity, therefore, only a subset
of data was clustered with those. In addition, some algorithms enabled creat-
ing a model on the subset and afterward cluster all the data with that model.
The applied clustering algorithms and their characteristics are shown in Table 2.
This table shows, for example, that spectral clustering has a high computational
complexity, since only 5000 data could be clustered at once, and does not build

2 http://www.slofit.org/.
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Table 2. Evaluated clustering algorithms.

Clustering algorithm Clustered | Cluster all data with | Randomly set
data a model parameters

OOA (Default, based on [5]) | All Not needed /

k-means [6] All Not needed Random state

BIRCH [11] 5000 Yes Threshold, Data
sample

Spectral clustering [9] 5000 No Random state, Data
sample

Hierarchical clustering [8] 5000 No Data sample

Fitness score (see Sect.2.3) |All Not needed Fitness score bound

a model to cluster the entire dataset after clustering the subset of data. On
the contrary, k-means has a lower computational complexity since it was able
to cluster the entire dataset at once. Consequently, it was not required to use
subset of data and build a model to cluster all the data. BIRCH is something
in between: it has a high computational complexity, therefore it could cluster
only subset of data. However, it enables building a model on this subset of data,
which was then used to cluster the entire dataset.

In our experiment, all of these algorithms were run 1000 times with randomly
set parameter values (and randomly selected subset of data, if all the data could
not be clustered due to algorithm’s high computational complexity).

3.3 Results of the Clustering Algorithms

All the algorithms had to cluster the students into two clusters, i.e., students
that are fit and those that are not fit. As described in Sect. 3.2, 1000 runs of
each algorithm were performed, therefore the results of all the runs are pre-
sented. Each algorithm run was evaluated and is presented in terms of three
objective/error functions (e, e., ;) as described in Sect. 2.3.

The results in three-dimensional objective space are shown in Fig.2a. In
addition, Figs. 2b—c show two additional perspective of the objective space: the
first one focuses on the fitness score error, while the second one focuses on fitness
components’ and delta size errors. Since all three objectives are minimized, the
optimal solution would be in (0, 0, 0), which is at the bottom left of all three
figures.

These results show that the OOA clustering is not good with respect to the
fitness score and fitness components’ errors, since all the other algorithms are
better in these two objectives. On the other hand, it is optimal with respect to
the delta size error, which is true by definition, since delta size error measures
the difference of sizes of the obtained clusters compared to the OOA clusters.
In addition, k-means, spectral clustering and Fitness score clustering find the
best splits with respect to the fitness components’ error, while the Fitness score
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Fig. 2. Results of the clustering algorithms: (a) three-dimensional objective space;
(b) focus on fitness score error; (c) projection on two objectives: fitness components’
and delta size errors; (d) nondominated solutions in the three-dimensional objective
space; (e) nondominated solutions projected on two objectives: fitness components’ and

delta size errors.
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Table 3. Hypervolume of the clustering algorithms.

Clustering algorithm | Hypervolume

OOA 0.006
k-means 0.368
BIRCH 0.372

Spectral clustering 0.309

Hierarchical clustering | 0.343
Fitness score 0.450

clustering also finds the best splits with respect to the delta size error. Moreover,
the Fitness score clustering outperforms all the other algorithms with respect
to the fitness score error, which is expected since the Fitness score clustering
defines clusters that do not overlap with respect to fitness score (thus fitness
score error is 0).

Figures 2a—c show all the solutions found by the clustering algorithms. How-
ever, when comparing the algorithms, it is simpler to only show nondominated
solutions of each algorithm. A solution is nondominated if none of the objective
functions can be improved in value without degrading some of the other objec-
tive values [2]. Therefore, a dominated solution can be discarded since there
exists at least one (nondominated) solution that is equal or better in all the
objectives. The nondominated solutions of the clustering algorithms are shown
in Figs. 2d—e. These solutions confirm the above described comparison between
the clustering algorithms.

Objective space enables us to compare results of clustering algorithms visu-
ally. However, a more appropriate approach for algorithm comparison consists
of applying a unary operator suitable for multiobjective problems. A commonly
used operator is the hypervolume [12]. Hypervolume measures the volume of the
portion of the objective space that is dominated by the (nondominated) solu-
tions. As a consequence, a higher hypervolume is preferable. The hypervolumes
covered by the solutions of the clustering algorithms are listed in Table 3. This
table shows that the Fitness score clustering found solutions that better cover
the objective space in comparison to the other algorithms. Another argument
in favor of the Fitness score clustering is that other algorithms only rarely out-
perform it in terms of fitness components and delta size error (as best seen in
Figs. 2c and e), while the Fitness score clustering significantly outperforms the
other algorithms in terms of the fitness score error (as best seen in Fig. 2b).

A solution found with the Fitness score clustering is presented in Fig.3
in terms of distributions of BMI, OOA, fitness score and fitness components
between the two clusters. This figure shows the clusters divided by fitness score
0.5, i.e., the division with the lowest fitness components’ error.
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Fig. 3. Distribution of data with respect to BMI, OOA, fitness score and fitness com-
ponents, which are additionally clustered with the Fitness score clustering in students
with fitness score <0.5 and students with fitness score >0.5.

3.4 Discussion

The presented experiment has shown that the best clusters with respect to the
three objectives are found by the Fitness score clustering. This can be seen in
visual representation of the solutions in the objective space, and it is also con-
firmed by the hypervolumes obtained by the clustering algorithms. In addition,
the Fitness score clustering enables finding clusters with the lowest (zero) delta
size error, and with the lowest fitness components’ error (the same fitness com-
ponents’ error is also achieved by the k-means algorithm). Even more, all the
clusters of the Fitness score clustering have zero fitness score error, while none
of the other clustering algorithms found clusters with zero fitness score error.
Therefore, the Fitness score clustering performed the best among the tested
algorithms.

4 Conclusion

This paper presented a new approach for identifying students that are overweight
and fit, and those that have normal weight, but are not fit. This classification
enhances the widely used BMI index that is suitable to classify students only
as normal weight or overweight/obese. The presented approach introduces the
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fitness score calculated based on a set of physical fitness measurements per-
formed in schools by all the students once a year. In addition, it also defines
three objectives, i.e., (fitness score error, fitness components’ error and delta
size error), which are used to assess the quality of the clustering algorithms that
find clusters of students. Furthermore, the Fitness score clustering is developed,
which clusters students with respect to their fitness score. The results show that
the Fitness score clustering finds better clusters of students in comparison to
widely-used general-purpose clustering algorithms. The obtained clusters enable
the identification of students that are overweight or obese but are fit, and those
that have normal weight but are not fit, which makes it possible to define per-
sonalized and better targeted advice, recommendations and curricula for the
students.

In our future work we will evaluate the proposed approach on additional
datasets of students from Slovenia and abroad. This approach will be also com-
bined with algorithms that predict students’ future performance in order to
assess whether the discovered clusters can improve this prediction. A particular
challenge also represents the definition/generation of personalized and better-
targeted advice, recommendations and curricula.
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