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Abstract

The success of many ambient intelligence applica-
tions depends on accurate prediction of human ac-
tivities. Since posture and movement characteris-
tics are unique for each individual person, the adap-
tation of activity recognition is essential. This pa-
per presents a method for on-line adaptation of ac-
tivity recognition using semi-supervised learning.
The method uses a generic classifier trained on five
people to recognize general characteristics of all ac-
tivities and a user-specific classifier briefly trained
on the user using a reduced number of activities.
The final decision on which classification to use
for a given instance is done by a meta-classifier
trained to decide which of the classifiers is more
suitable for the classification. An instance classi-
fied with a sufficient confidence is added into the
training set of the generic classifier. Experimental
results show that the activity recognition accuracy
increases by up to 11 percentage points with the
proposed method. In comparison with Self-training
proposed method performs better for up to five per-
centage points.

Introduction

between the end-user and the people used in training. Con-
sequently, the accuracy on real-life end-users with differ
characteristics may be substantially lower than in lalwoyat
tests. Some approaches improve the activity recognition by
using spatio-temporal informatidiVu et al., 2014.

The method we propose is trying to overcome the gap be-
tween end-users and the people used in training. This is
achieved by employing two additional classifiers along with
the generic classifier trained on general characterisfitiseo
activities. The user-specific classifier is briefly traineding
the initialization procedure on user specifics and the meta-
classifier is trained to designate which of the activity geco
nition classifiers will label an instance. If the classifioat
confidence value surpasses a specified threshold, thegestan
is added into the training set of the generic classifier. This
method was deployed and validated in the project Confidence
[2011], which uses a real-time localization system based on
Ultra-wideband (UWB) technology with four wearable tags.
The experimental results show that the activity recognitio
accuracy increases for up to 11 percentage points with the
proposed method and in comparison with Self-training it per
forms better for up to 5 percentage points.

The paper is structured as follows. The related work on
semi-supervised learning and adaptation of activity racog
tion is reviewed in Section 2. Section 3 introduces our ex-
perimental domain; Section 4 presents the proposed semi-
supervised method and specifics of the learning procedures.

Ambient intelligence (Aml) applications aim to provide-el Section 5 we present the experimental results includin
evant response to the human presence and have been Wid%g/ ectio € prese € experimental resufts including

researched and used in a variety of fields such as healthca ethod validation and comparison. Finally, Section 6 con-

eldercare, ambient assisted living, security, etc. Agpiins cludes the paper.

focused on user monitoring can benefit from efficient recog-,

nition of the activity in many ways. When the recognition 2 Related Work

is reliable the system can accurately detect deviationsan t Semi-supervised learning is a technique in machine legrnin

user’s behavior, provide proper assistance and suppovtin ethat can use both labeled and unlabeled data. It is gaining

eryday life as well as adjust the environment and applioatio popularity because the technology makes it increasingly ea

to the user’s habits, etc. to generate large datasets, whereas labeling still rexjbire
The most commonly used approach in activity recognitionman effort, which is very expensive. The approach where

is supervised machine learnifigesteret al., 2004. Appli-  the human annotator is required when the classifier is less

cations based on this approach are usually deployed with eonfident in labeling is called Active learnifi§ettles, 200

generic classifier trained on the data collected in the E&bor Since in our case the human interaction is undesirable the Ac

tory environment and not on the behavior of the new end-usetive learning approach is inappropriate, therefore we fwil

In most cases once the system is trained and deployed it doess on other semi-supervised learning techniques.

not change anymore. The accuracy of activity recognition There are two categories of semi-supervised learfihg,

is thus affected by the difference in physical characiesgst 2003: single-classifier that use only one classifier and muilti-



classifier that use multiple classifiers, which canbe splai 3 Confidence: A Brief Overview
multi-view and single-view approach. Key characteristic o , . . .
a multi-view method is to utilize more feature independenL-::he Confidence is an intelligent system for remote eldercare
classifiers on one classification problem. Single-view meth 1€ main objective is to detect deviations in short-term and

ods use classifiers with the same feature vector but differerfO"9-term behavior of the end-user. There are currentiyethr
tiate considering the algorithm used for learning. We will Prototypes of the system in the verification phase in mutipl

review the techniques that relate to our proposed method. European countries.
The most common method that uses a single classifier is
called Self-training. After an unlabeled instance is dlass

! s . . . . Ubi (BAN)

fied, the classifier returns a confidence in its own prediction pro-processing |, [Reconsiruton] _[mereretation & /
age ope tecti

namely the class probability. If the class probability #ire i modules modules modules

old is reached the instance is added to its training set and tt.
classifier is retrained. The Self-training method has beens o :
cessfully used on several domains such as handwriting workiigure 1: Simplified structure of the Confidence system. The
recognitionFrinken and Bunke, 2009natural language pro- Mmethod despnbed in this paper is implemented as one of the
cessing Guzman-Cabrerat al., 2004, protein-coding gene reconstruction modules.

recognition[Guo and Zhang, 2006etc.

Self-training was also applied to activity recognition by The simplified structure of the system is shown in Figure
Bicocchi et al.[200d. The initial activity recognition classi- 1. The inputs to the system are the coordinates of four tags
fier was trained on the acceleration data and afterwards usé#orn by the user. The coordinates are provided by the UWB
to label the data from a video camera. The classified instancéeal-time localization system Ubiser{gbisense, 2010 The
from the camera were added into the feature vector of the iniuser has atag attached to the chest, waist and both ankles. Th
tial classifier and used for further activity recognitionhig ~ Stated accuracy is approximately 15 cm but in practice farge
method can be used only if the initial classifier achieves hig deviations were observed.
accuracy, since errors in confident predictions can deereas The received data is sent to the pre-processing, where all
the classifier’s accuracy. four position coordinates are assembled into the currete st

Co-training [Blum and Mitchell, 1998 is a multi-view in time denoted as snapshot. Each snapshot is processed by
method with two independent classifiers. To achieve indeperthree filters. First, a median filter is applied, which elimi-
dence, the attributes are split into two feature subspaces, nates large short-term changes in tag locations due to.noise
for each classifier. The classifier that surpasses a confiden&econd, a filter that enforces anatomic constraints is used.
threshold for a given instance can classify the instance ThThis filter corrects errors such as an apparent lengtherfing o
instance is afterwards added to the training set of theifiklass @ limb. Third, the Kalman filter is applied, which smoothes
that did not surpass the confidence threshold. sharp changes in both locations and speed.

Democratic Co-learningZhou and Goldman, 2004s a The attributes for the recognition classifier are calcdate
single-view technique with multiple classifiers. All thest  from the filtered values. The attributes are the distances be
sifiers have the same set of attributes and are trained on tliween the tags, velocity of the sensors and raw coordinates.
same labeled data with different algorithms. When an unlaFor detailed explanation of the attributes the reader errefl
beled instance enters the system, all the classifiers rifteim  to [LuStrek and Kalida, 2009 where the authors used up to
class prediction. The final prediction is based on the walghe twelve tags to find appropriate attributes. The majorityhef t
majority vote among learners. If the voting results returned attributes computed by this module are for activity recegni
95% confidence or more the instance is added into the trairfion by machine learning. The goal of activity recognition
ing set of all classifiers. is to accurately identify the following eight human posgire

The modified multi-view Co-training algorithm called En- lying, standing, sitting, falling, sitting on the groundh all
Co-training[Guanet al., 2007 was used in the domain of fours, going down and standing up.
activity recognition. The method uses information from 40 The recognized activities serve as one of the inputs for the
sensors, 20 sensors on each leg to identify the posture. Tlieterpretation and detection modules focused on detengini
multi-view approach was changed into single-view by usingpossible short-term or long-term behavior deviatiinsstrek
all data for training three classifiers with the same feavere et al., 2009, that may indicate a health problem. Additional
tor and different learning algorithm which is similar topre  inputs are the characteristics of the user's movement, asich
ously mentioned democratic Co-learning. The final decisiorthe speed of movement and various gait properties, and the
on the classification is done by majority voting among threeuser’s location in the room with respect to the furnituredbe
classifiers and the classified instance is added into the-trai chair). When a short-term deviation is detected, an alarm is
ing set for all classifiers. This method improves the agtivit raised and the output module issues a call forimmediate help
recognition; however the number of sensors is to high for unWhen a long-term deviation is detected, a warning is sent de-
obtrusive system. scribing the deviation, which may help a medical profesaion

The method we propose is a single-view approach with twdo determine whether it is a sign of an emerging disease.
classifiers. Both are trained with the same algorithm but on Misclassification of the activity can result in a false pwsit
different data. We use a third classifier to make the final prealarm and in the worst case even in a false negative alarm,
diction. which can directly jeopardize the end-user’s wellbeingisTh




shows that it is essential to accurately classify the a@ivin -~ 4.2 On-line Learning

order to a\_/oid such hazar_dous s_it_uati_ons_ L The on-line learning step starts after the initializationl as
The main reason for misclassification of the activity, if we performed until the stopping criterion is met, that is whiea t

discard the noise, is the difference in the physical charact ganeric classifier is chosen to label most of the new istances

The flow chart of the algorithm is presented in Figure 2.

—. ific oh o £ th d €8n unclassified instance is separately classified by two clas
not contain the specific characteristics of the end-User. TQigiers, the generic classifier and the user-specific classifi

overcome this problem we apply the method presented in thg ;o of them returns the class distribution for the current
next section, which enables the system to learn the specifiisiance. The meta-classifier decides which of the activity
of the user with semi-supervised learning. recognition classifiers is more likely to predict the class ¢

) rectly. If the probability for the class returned by the ahios
4 The Adaptation Method classifier surpasses a threshold, the instance is addee to th

The Confidence system as well as other Aml systems thdtaining set of the generic cla_SS|f|er. In our case the_ t_hrrlelsh
continuously monitor a user produce a large amount of unlalS 100%. After a period of time the generic classifier con-
beled data for a particular end-user. These data are usualig'n'ng additional instances is retrained and thus adajted
discarded, but they can be used to adapt the activity reeognf e characteristics of the user. In our case we retrained the

tion classifier to the particular user. classifier every five minutes.
We propose a method that adapts a system equipped with a
generic classifier for activity recognition to a particuéard- Instance to be classified
user.
The method consists of two steps: [ Generic [ . T
« Initialization step e | g (Cneeome) (i )

| S \
A

e On-line learning step

The initialization step is executed only once when the sgste e, Retr?in g:neric
is introduced to the end-user for the first time. During this =
process short labeled recordings of a subset of activities a Vs

made and used for training the user-specific classifier. The
on-line learning operates in a non-supervised fashionyevhe
both the user-specific and the generic classifiers are ediliz
for activity recognition. Activities classified with a sudfent
confidence are used as additional training data for the gener

classifier, which over time becomes adapted to the end-use fraining set
User-specific classifier is never retrained.

Yes
4.1 |Initialization Step

The initialization step is performed only once at the bemign
to introduce a new user to the system.

During this step the user is briefly recorded while perform-
ing basic activities that are defined in the recognition repe
toire, namely standing, lying and sitting, since they argyea

to perform. The transition activities such as falling, gpin ]
down, standing up, sitting on the ground and on all fours are TO achieve a degree of balance between the classes and to

non-basic activitiesi since they are either uncomfortable add We|ght to the non-basic class instances added to the trai
perform or very hard to label. The user is asked to perforning set of the adapted generic classifier, the basic class in-
each basic activity for a certain amount of time, in our casestances are added only once, whereas the non-basic instance
60 seconds. During the recording procedure the captured da@r€ added in triplicate. Adding only one or two instances re-
is labeled and used for the initial training of the new user-sulted in slower learning. The reason for adding instances
specific classifier. into the generic clas_smer and not the user-specific classifi
The initialization step also involves modification of the IS that the latter one is not equipped to handle all known ac-
generic classifier. The attributes related to the userghtei tivities, only those on which it was trained during the iaki
are scaled by multiplying the value with the quotient of thelzation step.
user’s height and the average height of the people used fo -
generic classifier training. After the normalization theeec 43 The Classifiers
classifier is retrained. The Generic classifier was build from the data we con-
The initialization step results in a new user-specific clastributed to UCI Machine Learning Repository, under theetitl
sifier and a modified generic classifier, both involved in theLocalization Data for Person Activity, which was also usgd b
next step. Kaluza et al.[201d. This dataset contains recordings of five

Meta-classifier

Classified instance

A

<

Figure 2: A work-flow of the on-line adaptation method.



. Attribute combination and accuracy %
ML Algorithm | o oshot+ Set{ Set1| Set3| Set1+ Set3 Set1+ Set2
SVM 86.6 92.9 | 88.9 87.8 88.3
C4.5 96.8 95.4 | 96.1 96.6 95.9
Random Forest 90.9 95.9 | 96.6 96.9 97.4
Naive Bayes 61.0 75.7 | 70.1 68.8 82.3
AdaBoost 88.6 84.8 | 84.6 84.6 79.0
Bagging 96.9 947 | 95.8 96.2 95.8

Table 1: Attribute and machine learning algorithm comborat tested with the Meta-classifier.

people performing a scenario composed of eight activities:

lying, standing, sitting, going down, standing up, sittiog Pge, = Pra(Ca) (5)
the ground, on all fours and falling. The output of the gemeri
classifier is the probability distribution over the classese- Pyc, = Pry(Cy) (6)
sponding to the eight activities given by Equation 1.
1, if C; € {standing, sitting, lyin
Prg = [PTg(Cl)7 A ,PTg<Cg)] (1) Bcorass = { 0, otherwi{se g R4 g (7)
For validation of this classifier we used leave-one-person- L fCn—C

out approach, where a classifier is built using the data aof fou EqualC = { 0’ : h G = YU (8)
persons and tested on the data of the fifth person. The classi- , otherwise _
fier was trained using the Random Forest algoriiBreiman, TheC andCy represent the classification of the Generic

2001 with attributes as described in Section 3. For the im-and User-specific classifier, which are the classes with the
provement of this classifier, we used the height of the endhighest probabilities in the class distribution. Thesebptml-
user to scale the values of the height-related attributée T ities are represented B¢, andPyc,,. The binary attribute
scaled attributes are only the distances between the tags rBcrass tells whether the classification returned by the clas-
garding the z-coordinate, since other attributes do nateefl sifier selected by meta-classifier is a basic activity. The at

the height. The measured accuracy was 86%. tribute represented b¥qualC tells whether the generic and
The User-specific classifieis trained on the data recorded user-specific classifier returned the same class.
during the initialization procedure. Each posture is rdedr Set 2 contains only the two attributes represented by Equa-

for 60 seconds and given the sampling rate of 10 Hz we gelions 9 and 10: the probability for the class selected by the
approximately 1200 instances for the classifier trainingjsT  user-specific classifier as computed by the generic classifie
classifier was trained with the Random Forest algorithm. The’cc,, and the probability for the class selected by the generic
feature vector is the same as in the generic classifier. Thelassifier as computed by the user-specific classtier,, .
user-specific classifier is not able to recognize all adtigit

In our case it is trained to recognize basic activities: dyin Pacy = Pra(Cu) 9)
standing and sitting; it has no knowledge about other activi
ties. The output is the probability distribution over thgtdi Py, = Pry(Ca) (20)

classes given by Equation 2, where the unknown classes haveThe attributes in set 3 are the z-coordinates of all tags, the
zero probability, i.e. sitting on the ground, falling, o al distance between the chest and ankles and the distance be-

fours, going down and standing up. tween the chest and waist. Experiments showed that the dis-
tances in set 3 are not person-independent. Since the meta-
Pry = [Pry(Ch), ..., Pry(Cs)] (2)  classifier is not adapted to the end-user, these attribags h

The Meta-classifieris used to determine the final activity to _tlfﬁ otmlt'te:d. f1h ta-classifi d 60 minut
of the current instance. It is trained before the systemis de__ 1€ lraining of the mela-classilier was done on 5v minutes

ployed and is not adapted to the end-user. We compared t labeled data of a person not used for further experiments.
accuracy using several possible attribute sets for the-met € _data was collected fr.of". the re:cordmgs of a person per-
classifier. The results of the sets with best results are show/°'MiNg a sequence of activities defined by the scenarioh Eac

in the Table 1, where snapshot presents a current staterof folprstance from .the reco.rqmg was pas_seq over to the generic
and user-specific classifier for classification. The clagh®f

tags. "~ : ;
gl'he attributes in set 1 are represented by Equations from gleta-clasmﬂer was defined according to the true class of the
to 8 Input instance and the relation to the prediction of thevacti

ity classifiers. We have tested all sensible combinations of
the sets and the results five with the best results are shown
in Table 1. The results show that the highest accuracy was
achieved using attributes from the sets 1 and 2 and the Ran-
Cy = argmaz;=1. s(Pry(C;)) (4) dom Forest algorithm.

Cqg = argmaxi—1.. s(Pra(C;)) Q)



. Person 1 Person 2 Person 3 Person 4
Activity Class Start End| Start End| Start End| Start End
Lying 81.6 87.8] 96.8 98.4| 75.2 75.7| 94.3 98.0
Standing 95,5 98.5| 92.8 98.6| 96.2 98.8| 89.3 994
Sitting 359 80.1| 88.7 99.1| 52.2 76.5| 75.0 97.7
Going down 52.0 52.9| 427 54.6| 51.8 55.4| 16.7 12.8
Standing up 56.7 575| 57.8 58.4| 426 43.0| 44.3 50.5
Sitting on the ground 28.8 63.4| 22.0 40.2| 83.3 86.6| 46.5 36.1
On all fours 100 77.8| 20.0 24.0| 826 84.8| 385 423
Falling 3.6 18.7| 420 46.0| 143 24.3| 1.0 2.1
Overall 73.0 84.1| 76.8 83.4| 76.4 82.0| 77.1 83.1

Table 2: The results of the on-line semi-supervised legroimfour people. The results show the accuracies for eash aled
the overall accuracy (%) before the normalization and dffteradaptation.

Person
1 2 3 4
Difference in height (cm) -18 | -16 | -5 | +12
Starting accuracy (%) 73.0| 76.8| 76.4| 77.1
Accuracy after normalization (%) 79.9| 771 79.0| 77.2
Accuracy after on-line adaptation (%)84.1 | 83.4 | 82.0 | 83.1

Table 3: The difference in height per person according taathezage height of the generic classifier, accuracy of thergen
classifier before the adaptation process, increase inacygafter normalization and the accuracy of the genericsiflasafter
on-line adaptaion.

5 Experimental results generic classifier was calculated every five minutes. The ac-

The method was integrated as one of the reconstruction mo@4racy evaluation was done on the fifth recording of the per-
ules in the Confidence system and was run on four different®n that was not used in the on-line learning procedure. The
people with different physical characteristics. For thet gt, ~ analysis of the progress of the adaptation process has shown
every person performed the same sequence of activities gthat in the beginning _aII the instances added to the training
fined in a scenario. The scenario captured typical daily acSet Pelonged to a basic class. During the fourth recordieg th
tivities during entire day, as well as some falls. A part of Majority of instances belonged to a non-basic class. In¢he b
the scenario that represents the morning is for example ly3inning of the on-line learning the superior knowledge @ th
ing in the bed, waking up, walking to the bathroom, sitting user-specific classifier was exglmted_t_o teach the genlarge ¢
in the bathroom and falling in the bathroom. Each continy-Sifier about the basic cIa;ses specifics for thgz current user
ous sequence of the scenario lasted approximately 20 rsinuté'S @ consequence, later in the process generic classifier was
and was repeated by the same person five times. Four of tHBO"® confident in the classification of_ the nor_1-_ba3|c aotigit
recordings of each person were used for on-line learning and The results of the adapted generic classifier after the last
the final one to test the accuracy of the adapted classifier. Processed recording are shown in Table 2. The table presents
The experimental procedure was as follows: the systenfhe accuracies of each class and the overall accuracy of the
was initialized for the specific user (1 minute each basic acgeneric classifier before normalization and after the stapp
tivity), the user-specific classifier was trained and theegien ~ cfiteria of the on-line learning was reached. The stopping
classifier was normalized to the user’s height. We learned ii§fiterion was reached in case the generic classifier cladsifi
preliminary experiments that the scaling of all attribufes @l instances in the last 10 minutes.
all instances can lead to higher noise for the activitiegtak The improvement of the generic classifier accuracy after
place close to the ground. The misclassification happens b&ormalization can be seen in Table 3. The table presents the
cause the lying activity is often classified as other adgtigit difference in height regarding the average height of the peo
where the z-coordinates of the chest and the waist are rel@le used in generic classifier, accuracy of the generic clas-
tively close, for example on all fours. To avoid these typessifier before the process of adaptation started, accuracy of
of misclassification we omitted the normalization of the ly- the generic classifier after normalization and accurachef t
ing instances. Attributes that are representing the dissan adapted generic classifier. In the case of Persons 2 and 4 we
between tags were selected for the normalization. see that normalization does not improve the generic classifi
After the initialization process the on-line learning was much and with the proposed method we can gain more than
started. The algorithm was run on four 20-minute record-5 percentage points of accuracy as seen in Table 2.
ings for each tested person and the accuracy of the adaptedThe proposed method was compared with the well known



Gain in accuracy per person (pp) [Confidence, 2011 Project Confidence. http://www.confi-
Method
1 2 3 4 dence-eu.org/, 2011.
Self-training +8.63 | +1.14 | +2.08 | +3.29 [Frinken and Bunke, 20§9volkmar Frinken and Horst
Proposed method +11.10 | +6.60 | +5.60 | +6.00 Bunke. Self-training strategies for handwriting word
Difference +247 | +5.46 | +3.52 | +2.70 recognition. InProceedings of the 9th ICDM, pages

291-300, Berlin, Heidelberg, 2009. Springer-Verlag.
Table 4: The comparison between Self-training and our profGuanet al., 2007 Donghai Guan, Weiwei Yuan, Young-
posed method. Koo Lee, Andrey Gavrilov, and Sungyoung Lee. Activity
recognition based on semi-supervised learning.Pio-
method for semi-supervised learning called Self-training Ceedings of the 13th IEEE RTCSA, pages 469-475, Wash-
The results are presented in Table 4. We can observer t%at ington, DC, USA, 2007. I[EEE Computer Society.
Self-training did increase the accuracy of the generic-claslGuo and Zhang, 20Q6Feng-Biao Guo and Chun-Ting
sifier, however our proposed method outperformed the Self- Zhang. Zcurvev: a new self-training system for recog-
training by at least 2.47 percentage points and in best gase b hizing protein-coding genes in viral and phage genomes.

up to 5.46 percentage points. BMC Bioinformatics, 7(1):9, 2006.
_ [Guznén-Cabrerat al., 2004 Rafael ~ Guzran-Cabrera,
6 Conclusion Manuel Montes-Y-®mez, Paolo Rosso, and Luis Vil-

This paper describes a method for on-line semi-supervised aséior Pineda. A web-based self-training approach
learning. The method uses generic, specific and meta- fOr_authorship attribution.  IrProceedings of the 6th
classifier. It was validated on the adaptation of the agtivit ~ GOTAL, pages 160-168, Berlin, Heidelberg, 2008.
recognition. We showed that because of the difference in SPringer-Verlag.

physical characteristics among the people, this method calKaluZzaet al., 2010 Bostjan Kaliza, Violeta Mirchevska,
be used to select informative instances in real-time and re- Erik Dovgan, Mitja Listrek, and Matja Gams. An agent-
train the generic classifier to adapt it to a specific user.df w  based approach to care in independent livingArn, vol-
omit the gain in accuracy by simple height normalization, we ume 6439 ofLNCS, pages 177-186, Berlin, Heidelberg,
can still show an increase in accuracy of 5 percentage points 2010. Springer-Verlag.

The method was compared with Self-training method and the| esteret al., 2004 Jonathan Lester, Tanzeem Choudhury,
results showed that our proposed method outperformed it by ang Gaetano Borriello. A practical approach to recogniz-
3.5% on average. _ ing physical activities. IrPervasive Computing, volume

In thefuture the method should be compared with other 3968 “pages 1-16, Berlin, Heidelberg, 2006. Springer-
known methods for semi-supervised learning and additipnal  \rjag.
verified on more people. To improve the method we will in- . . Y o
troduce a measure to balance the classes, since some of théH\‘KStrelf and Kalda, 2009 Mitia Lustrek and B8tjan
have considerably more instances than others. For long-ter aqug. FaII' detectlon.and act|y|ty recognition with
use of the method it would be necessary to introduce agin machine learninglnformatica, 33(2):197-204, 2009.
of data. Finally, since this method has proven successful oH-ustreket al., 2009 Mitja LuStrek, Bdtjan Kallza, Erik
our activity recognition domain, it should be tested on othe ~Dovgan, Bogdan Pogorelc, and Maj&ams. Behavior

domains as well. analysis based on coordinates of body tags.Arm '09
Proceedings of the ECAmI, pages 14-23, Berlin, Heidel-
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