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SYNOPSYS
In this overview, basic dilemmas about intelligent robots are reexamined. The question “Can robots become intelligent?” – is very similar to the question – “Can computers become intelligent?” The major hypothesis in this paper is that the human mind, the brains and body are different than those in computers and robots, that the human mind is a supermind compared to digital computing powers. The principle reason is in the way human minds perform thinking – according to the multiple-world theory in many worlds/dimensions. However, it is only a matter of time till something comparable to humans will emerge – and here are some speculations how will it look.  

INTRODUCTION – BASIC DILEMMAS ABOUT ROBOTS
When dealing with robotics, there are some basic concepts worth mentioning. One is “The Three Laws of Robotics”. They concern the relation between humans and robots, i.e., how to protect humans from (un)intentional harm from these mechanical beings. One of the best known science fiction writers at his time, Isaac Asimov addressed this problem in 1942 when he published a story called "Runaround" in which he stated the Three Laws of Robotics: 

· First Law -A robot may not injure a human being, or, through inaction, allow a human being to be harmed?
· Second Law -A robot must obey the orders given to it by human beings except where such orders would conflict with the First Law. 

· Third Law -A robot must protect its own existence as long as such protection does not conflict with the First and the Second Law. 
To natural/technical scientists and engineers, the three laws had no major influence, quite contrary to public opinion and social scientists. The engineering problem is how to design advanced robots and make them cost-effective. Robots like computers currently and in near future will not going to have free will to decide, rather they do what they are designed for. And yes, robots occasionally kill humans (see Fig. 1), some purposely like the Predator military airplane or by accident as cars do. But robots do it much, much less often. In fact, the harm done by robots is irrelevant compared to the harm done by car accidents, and we still use cars, don’t we?

 COMMON POPULAR QUESTIONS ON ROBOTS
Before going into more scientific details, let us now reanalyze some popular questions about robots, widely discussed over the internet. However, the viewpoints presented here are clearly based on scientific knowledge, presented later and mostly similar to (Gams, 2001; 2004).  

Will robots be slaves/machines? 
Robots today are mainly dumb machines, at least those living in the physical world (not totally so in the virtual world). But imagine a truly intelligent robot (Flynn 2007) – that robot will clearly have its own will, meaning it will decide about itself. Is a dog a slave? If yes, then robots will be slaves as well. If no, then robots will not be slaves. But be sure that dogs and robots will take a long long time before they free themselves from the reign of humans – if ever.
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Figure 1: Some robots are designed to kill humans, but all robots currently do what humans made them for. 
Will robots be mentally or physically superior to humans? 
Some authors in machine intelligence or science fiction see robots as all knowing, purely logical and physically superior to humans. This seems unrealistic. Certainly robots and computers will be superior and already currently are in several tasks, and will be so more and more in future. For example, a car robot is already much faster than a human on a flat surface. But there will always be certain things humans will know better and physically perform better. Just consider a simple task of opening a door – at which best robots are currently several times slower – if successful at all?  But computers already play chess better than any human and even more so for most of the computer games. And intelligent autonomous vehicle like cars of choppers successfully move in an unknown area for hours without a crash. However, the progress in certain areas is slower than anybody could anticipate – just imagine how it is possible that today humans unmask a computer program faking a human faster than we did 10 years ago, while at the same time the computers got 30 times more powerful?

 
Will robots have legal rights like humans? 
Until robots by-pass dogs, humans will create laws protecting robots – something close to treating them as machines. But one could imagine that truly intelligent robots will sooner or later start taking care of themselves with the help of some dedicated humans. The exact relation between humans and robots at that point is not clear to this author. Some authors insist that intelligent robots will have the same rights as humans, and some disagree.
It seems reasonable that robots will not have inbuilt just logical intelligence but also an emotional one, e.g., their senses (inputs) will simulate human touch and /or pain. Yes, then there will likely be “robots rights” as humans will not accept hurting such an entity who would suffer. Alike there are “animal rights”. 
Which is the coolest current commercial robot?

Some of the coolest robots in the world were and are being developed at the MIT Artificial Intelligence Lab. Commercially the most successful intelligent robot at the moment is iRoomba, a vacuum-cleaning robot, sold in millions all over the world (Fig. 2). These robots are modeled on insects. Along with being the iRobot Chairman and CTO, Rod Brooks is also the Director of the MIT Computer Science and Artificial Intelligence Lab, where his goal is to understand and eventually have the robots display human intelligence (http://www.amazon.com/b/?node=10287641).
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Figure 2: Roomba, the most useful and commercially successful robot is far from being fully intelligent, yet its intelligence can match those of primitive bugs. 
Will there be varieties of varieties of robots? 
Currently, there is a variety of robots from those working in factories to those autonomous vehicles like choppers or submarines. In future, hardware solutions will certainly be specialized. But the question is different – will each robot of the same type be unique at least in the mental sense, as humans or animals are? Again, when speaking about intelligent robots, no robot will likely be the same in the “mental” sense. So there will be varieties of varieties of intelligent robots, when they emerge. As every human being, each intelligent robot will most likely be “unique”.

How will robots be created? 
Currently, robots are produced like cars and computers. But robots of the future – those truly intelligent robots – will have to learn at least a bit like children, following some rules of evolution (Kononenko, Kukar, 2007). Even if those robots would be self-born or self-created, meaning robots will produce new robots, the task of creating a mind has its own rules of design and quite probably there is no way of circumstancing that. How that will be done, is unclear. One idea is that instead of merging father’s and mother’s DNA, their basic knowledge in the symbolic form will be merged into a new “robot child” that will learn a lot from the environment. In this way, a kind of evolutionary genetic game will be introduced.

Will there be male and female robots? 
Ursula le Guin in her book "The Left Hand of Darkness" considers the possibility of a race with three genders. In Star Trek, Mr. Data is a male robot, although totally logical. Regarding male and female robots, or robot sex itself, there might be different laws than in our real life. There will be laws regulating relations like long-term relations, maybe also love, sex and partnerships between robots and humans and between robots themselves. 
Will there be robotic sex? 
If we have already accepted the idea that robot minds will have to be created through some evolutionary process, then it will be beneficial that robots will have some parents – one, two, or many. After all, sex can be regarded as a machine to produce new, more advanced offspring, and why should the principle be much different for robots – of course if we neglect technical details. In genetic algorithms, one typically deals with a population of subjects, competing with the environment and each other, where best parents produce offspring with a mixed DNA from two parents (each). If it were beneficial to have say 10 parents, these software algorithms would surely be applied, but the experiments with more parents than two did not show any advantage (Eiben et al, 1995). It might sound a bit confusing, because when discussing about robotic sex, it might be even more platonic than in humans: producing an offspring might be similar to merging “data bases” of parents, while courting might be more similar to humans since two or several partners will have to get sure about each other qualities and prosperity.

Will robots marry, fall in love and have children? 
To have true social life is probably not inside a totally logical (calculating) mind. Until various kinds of intelligence and senses will be inbuilt into robots (Guid, Strnad, 2007; Flynn, 2007), they could not be imagined to feel good or to feel lonely.  But some very shallow feelings can be simulated already even on current computers. In summary, it is not clear to this author whether robots will marry, or if they will even want to marry. Some robots might prefer to live on their own, others might prefer to live in communities of robots, or in mixed communities with humans or with animals (Fig. 3). It is not even clear if marriage between humans will be a social norm in a couple of decades, and since other forms of marriage like same-sex is becoming more and more popular, some still other forms of marriage – e.g. with an animal or a plant or a thing is also possible. So, why should not some human marry a robot, in particular one specialized for marriage tasks? However, it is likely (by the authors opinion) that some mental connections and partnerships will prevail – short or long term. All social being have some relations with other actors, and robots will certainly be actors as well. When robots will achieve an interesting mental level, say of a dog, partnerships between humans and robots will probably emerge, be it formal or informal.  The author of this paper wrote a SF story “Romeo and Juliet”, describing a mental relation between a man and a war robot, resulting in a new kind of offsprings. Robot parents like all other parents, or their owners, might desire that some of their own design characteristics were incorporated within the new robot child. And there is an evolutionary advantage in that.

Will robots have different lives to humans? 
Sure. Robots will certainly have some capabilities humans will not and vice versa. First of all, robots are currently machines consisting of rods, sensors, wires etc. being produced for the last hundred years or so, while humans are biological cognitive beings, the top design of the billion-year evolution (Kordes, Markic, 2007). Even e.g. fully intelligent specialized marriage robots will not very likely be fully android or biological. They will be functional and cost-effective. Some SF authors see that specialized robots will serve all the human needs and at the same time sometimes alienating humans from each other, while other authors see robots as a self-evolving independent species.  
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Figure 3: Will robot form special partnerships with humans?
Will robots think like humans? 
Robots will think with computers instead of the human brain, so the question is related to the human-computer question. Computers/robots currently already think much faster than humans, and have approximately the same amount of information as humans. In technical terms, robot-robot communication will be much faster than human-human communication. However, intelligent computers are not inside sight and so are not intelligent robots (Gams et al, 1997). It should be noted, however, that we are not dealing with typical IQ tests (Murdoch 2007), but with something recognizable by humans as resembling the integrated human-level intelligence. We should also not mix the above thinking with ideological reasoning that machines will not ever achieve human-type intelligence. In scientific community, there is no question that intelligent robots and intelligent computers will arise eventually, most probably inside future decades and not centuries. But that should not worry us in terms of cataclysmic wars between humans and machines. In reality, the shortage of oil is much nearer the horizon and that will certainly affect our civilization in an unpredictable negative way, while better computers and robots will no doubt enhance human progress. 

Will robots lie or cheat? 
Asimov thought that robots will be totally logical creatures, totally incorruptible in theory if not in practice.  However, even today there are some attempts of creating robots coursing, lying or just being unpredictable. In extreme, some of the robots are already designed to kill people or to entangle in war situations of various kinds. But all robots do what they were designed for in the sense of a dedicated slave. There is nothing similar to disobedience or cheating on robot’s own. On the other hand, according to this author’s Principle of multiple knowledge, when true intelligence will be incorporated into robots/computers, robots will have their own will and will by definition become unpredictable and will do things like lying, stealing etc. (Fig. 4). Like all beings do.
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Figure 4: Will robots be very similar to humans - androids? Will they die?
Maybe, in the far future. 

Will robots die / get dumped? 
In reality, all machines and beings die or get dumped. There is no reason to believe that with robots there will be anything different. However, in principle, it is possible to transform a car to become something like immortal. When a part becomes absolute or nonfunctional, it can get replaced with the same new or a newer version. This is of course impractical and stalls the progress; therefore it is meaningless as is cloning of beloved dogs at the moment. Even when looking at the knowledge that robot develops over time, so at the mental level, things seem similar. Given enough time, say a few ten or hundred years, an old robot would inevitably be out of date compared to younger models. Very likely, it is not only newer hardware, it is that the robot's previous knowledge inevitably shapes the way it understands the world. The first few years experience of the robot will probably shape the rest of its life. As a result of this changing nature of the robot as it gets older, it will get more and more out of touch with the current modern world and will become more and more alienated and as such not as interesting as newer models. Somehow, robots will have to be “cut of power” in this way or another (Fig. 3). Until they become recognized as free-will owners, it will be much easier, since they will be treated as machines. Later, probably a robotic clinic will not repair too damaged robots without enough money to pay the bills or those not willing to be repaired. Perhaps a kind of euthanasia will be applied as it is now to very ill dogs.
In the next chapter we will analyze advanced computing mechanisms, those that can potentially achieve advanced computing compared to the universal Turing machine. Namely, robots basically combine a HW body and a computer, and all the intelligence is in the computer - besides being embodied in the body as well.
SUPERCOMPUTING MECHANISMS
The debate about artificial intelligence in comparison to humans is as old as computers themselves. Alan Turing (1912-1954), founder of computing science, introduced the universal Turing machine (TM) for simulating procedural/mechanic thinking of a human while accessing that this might not be sufficient for creative thinking (Turing, 1947; Teuscher, 2002). At the same time he found no formal reason why computers in some future should not outperform humans in thinking and even in feelings. His estimate of this turning point was around year 2000. Now that we are in 2008, is seems as he might be wrong, not because of a couple of years, but because the computer does not seem at all intelligent – it remains a very fast computing machine, yet not resembling human thinking or reasoning and falling light-years behind true human intelligence. In general, there are several viewpoints regarding true intelligence (Penrose, 1989; 1991; 1994):

1. Computer intelligence will sooner or later achieve human levels and them bypass them.
2. Human intelligence is so different than that of computers than even though they are in principle of the same powers, there will be tasks where the human brain will significantly outperform computers.
3. Human intelligence is in principle stronger than that of current computers, however fast or with whatever memory, yet new-type computers will sooner or later become intelligent.
4. Human are unique and no machine can become close to our computing powers. No machine can become fully intelligent, consciousness or possessing other true human-like properties like love.
Needless to say, the last viewpoint seems suspiciously ideological and non-scientific. It is much harder to distinguish between the first three viewpoints; however, the author finds no. 3 as most plausible.

In theory, there are several stronger-than-TM computing mechanisms with interesting properties (Copeland, 1997; 2002). Terms like “hypercomputation” and “superminds” (Bringsjord, Zenzen, 2003) are introduced. Turing also proposed a formally totally correct stronger computing mechanism – the Turing machine with an oracle, capable of answering any question with always correct Yes/No (Turing, 1948). This computing mechanism can easily solve several problems like the halting problem, i.e. whether a TM performing a program will stop or not under any condition. The only problem is that there is no known physical implementation of an oracle, while digital computers are very good implementations of the universal Turing machine, performing tasks as predicted in theory also in reality. Even if there were a TM with an oracle in real life, it would certainly not perform like humans. 

There are several other supercomputing mechanisms. For example, Scarpellini (1963) suggested that nonrecursive functions, i.e. those demanding stronger mechanisms than the universal Turing machine, are abundant in real life. This distinction is important, since obviously most of simple processes are computable, and several simple mental processes are computable as well. Komar (1964) proposed that an appropriate quantum system might be hypercomputational. This is unlike Penrose who proposed that only the undefined transition between quantum and macroscopic is nonrecursive. Putnam (1965) described a trial-and-error Turing machine, which can compute also the Turing-incomputable functions like the halting problem. Abramson (1971; 1994) introduced the Extended Turing machine, capable of storing real numbers on its tape. Since not all numbers are Turing-computable, Turing machines cannot compute with those numbers, and are there inferior in principle. Boolos and Jeffrey (1974) introduced the Zeus machine, a Turing machine capable of surveying its own indefinitely long computations. The Zeus machine is another version of the stronger-than-UTM. It is also proposed as an appropriate computing mechanism by Bringsjord   (Bringsjord,  Zenzen, 2003). Karp and Lipton (1980) introduced McCulloch-Pitts neurons, which can be described by Turing machines, but not if growing at will. Rubel (1985) proposed that brains are analog and cannot be modeled in digital ways. Kononenko (2008) complies with the idea that TM are digital and cannot fully simulate analog events. Gams (2001) proposes multiple Turing machines interacting with open environment as stronger mechanisms than UTMs.

One of the most famous reputed scientists proposing a new supercomputing mechanism was an Oxford professor Roger Penrose (1989; 1994). According to him, humans are not as constrained as formal systems like UTMs; they are stronger than formal systems (computers). Humans either use nonrecursive mechanisms and are computationally stronger or are not stronger in principle, but practically more effective. The supercomputing mechanisms are in the nerve tissue, according to the Penrose-Hameroff theory (Hameroff et al, 1998), based on quantum effects in connections between neurons. One of the stronger-than-UTMs  are interaction Turing machines (Wegner, 1997) based on open truly interactive environment. Such computing mechanisms are achieved already by groups of social intelligent agents on the Internet (Wellman et al, 2007). Quite similar to the interaction TM are coupled Turing machines (Copeland, Sylvan, 1999).  The improvement is in the input channel, which enables undefined input and thus makes it impossible for the universal Turing machine to copy its behavior. A similar idea comes from partially random machines (Turing, 1948; Copeland, 2000). These Turing machines get random inputs and therefore cannot be modeled by a Turing-computable function as shown already by Church. It is only fair to notice that Penrose later softened his ideas a bit and that some of his claims were shown to be theoretically wrong. But Penrose and Hameroff remain self-confident that sooner or later their ideas will get confirmed by scientific methods. Indeed, are so many critics actually making mistakes or is it the case that it is just so hard to formally prove the difference that is obvious to a normal human?
An example of differences between computers and humans by the author of this paper opinion is simply lack of intelligence and consciousness in computers that all humans are aware off (Gams 2002). There is a clear distinction between the physical world and the mental world. The Turing machine might well be sufficient to perform practically all meaningful practical tasks in real life. But the mental world is a challenge that is beyond the universal Turing machine. Every moment in our heads a new computing mechanism rumbles on. In analogy to physics, existing computer single-models correspond to Newtonian models of the world. Intelligent computer models have additional properties thus corresponding to quantum models of the world valid in the atomic universe. The Heisenberg’s principle of uncertainty in the quantum world is strikingly similar to multiple interaction computing introduced later.

One of the most interesting recent book is The Supermind book, subtitled People harness hypercomputation and more, authored by Selmer Bringsjord and Michael Zenzen. They aggressively attacks the strong-A viewpoint that human thinking processes are computationally as strong as computers. Indeed, the author of this paper agrees with several viewpoints presented in the book. For example, consider the following argument (Zlatev, 2001; Bringsjord, 2004): suppose you live with somebody for years and that person seems human in all respects, but after death a mechanical device is found in the head (reminding the Terminator trilogy). Would your first thought be that you have found a true robot or that it was some kind of a trick? And more, if it were some kind of mechanical or digital device, very strong evidence would be needed that such a thing is possible, because all the empirical data and theoretical investigations in weak AI strongly indicate that such a thing is not possible in practice and in principle. Bringsjord and Zenzen base their superminds theory on the Zeus machine. This machine computes each further step faster and can thus easily compute problems demanding infinite time to solve. In this way, the halting problem of the UTM is solved – if it stops in infinite time, then it stops, otherwise not. Besides the Zeus machine, several other machines are considered as stronger than UTM, such as trial-and-error machines or analog chaotic NNs. However, the book was not accepted as a trustful scientific material and after some discussions again it seems that this is not a generally accepted new computing mechanism, stronger than UTM. 

The author of this paper published a book introducing the principle of multiple knowledge (Gams 2001). The “technical” version of the Principle of multiple knowledge claims that on average it is reasonable to expect improvements over the best single model when single models are sensibly combined. The “creative” version of the Principle of multiple knowledge states that multiple models are an integral and necessary part of any creative process. Creative processes are top-level processes demanding top performance, and top performance can not be achieved by “single” processes. In other words: a sequential single model executable on the universal Turing machine will not achieve as good performance as combined models in majority of real-life domains. Therefore, no Turing machine executing a single model (e.g., no computer model constructed as a single model) will be able to achieve creative performance. And please do not confuse “multiple” with “parallel”.
The Principle does not directly imply that digital computers cannot achieve creative behavior. Rather, it implies that current computers need substantial improvements to become creative. The Principle is based on comparing performance of two cooperative actors and one of them alone, in particular the best one of them. The probability of successful performance of combined interaction actors is obtained as a sum over all possible situations; for two independent actors/models it is:
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and for two dependent models:
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Without any loss of generality we can assume that  p1  ≥ p2. Now, pM*  can be expressed in relation to pM :
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For 0 < d < 1, the accuracy pM*  lies between p1 and pM. Moreover, whenever two combined independent models indicate better overall performance than the best model alone, the model for dependent models will also indicate it, and the improvement of accuracy pM*  - p1 will be directly proportional to pM - p1  of the independent model with a factor of 1 - d. The last two conclusions imply that the model of two independent models can reveal basic conditions in the 4‑dimensional 
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 space, under which the combined dependent models are also more successful than the best single model alone. For first analyses we shrink the analyzed 4‑dimensional space into a 3‑dimensional space by predefining one variable. The idea is to determine conditions under which the use of combined classification pays off, i.e. when the classification [image: image8.png]


accuracy pM  is greater than the one of the best single model.

Figure 5:  Two actors perform better than the best one alone under certain conditions which seem reasonable in real life.  
Further research analyses more complex relations, yet conclusions basically remain the same – under reasonable conditions, that can be expected in real life, a reasonable improvement will emerge. In lay terms, the conditions are:

· The two actors/models perform with similar accuracy meaning that one is not superior to the other in most of the cases.

· The two actors/models should be as different as possible since this indicates a potential amount of improvement.

· The combining mechanism should guess in as many cases as possible, which of the two actors/models is correct and which not. Quite often, 50% accuracy is already enough for a small improvement. 

Although the conclusions seem trivial, they basically confirm old saying that more heads know more. In reality, the benefit is not based only on knowing more. For example, the processes in the human brain/mind seem to comply with the Principle – several processes are created during solving a task and these processes constantly interact with each other. Finally, not the best process is chosen, it it she best combination of potential solutions that produces best results. The real mystery is how such an algorithm actually performs in the brain/mind.
FORM OF ROBOTIC KNOWLEDGE
Principles of multiple knowledge offer several conclusions regarding the properties of knowledge including answers to the following questions:
· Can knowledge be stored? 
· Is  knowledge predictable? 
· Is knowledge understandable?  
· What is the form of knowledge? 


 

Can knowledge be stored in a robot/computer?
There is a thesis that knowledge stored in a computer can not capture the meaning because it consists of strings of meaningless symbols (Searle, 1992). For example, so far we have been able to store descriptions of only relatively simple sequential domains while for complex real-life domains storing the knowledge in existing knowledge representations is beyond our existing capabilities and knowledge. Says Clancey (1989; 1993): ``Machine learning will never progress beyond its current state until people realize that knowledge is not a substance that can be stored.'' Today, it is more or less accepted that anything describable can be in principle stored in a string of symbols. One possibility left is that thinking is not describable through symbols at all. On the other hand, even theoretical confirmation may not mean much for practical feasibility. It may be that although theoretically possible, the process of transforming the knowledge of one human into the fastest possible digital computer would take, say, thousands of years. Therefore, there are many options opened for further study.

 

The principle of multiple knowledge can enhance our understanding - problems could emerge due to the inappropriateness of existing ways of describing knowledge. Currently, formal science and computers can handle well simple sequential (or parallel) implementations of knowledge. But, the principle of multiple knowledge implies that direct storing of (human) knowledge in a simple sequential way is not feasible. If storing of knowledge is feasible, it must be multiple, i.e., more complex than previously thought. This is not a minor difference since we are talking about several orders of magnitude more difficult problems and more capable solving mechanisms which, on the other hand, can not solve better formal problems appropriate for formal systems. Multiple systems enable only a couple of percents better performance in real-life problems at the price of more powerful computing mechanisms - intelligence and consciousness and several other properties like feelings. Intelligence is seen by some authors as redundant or as a by-product of human evolution. But according to the principle, this is not so. Essential human processing properties like intelligence are part of the superior computing mechanism. Automatic transformation from multiple systems into sequential ones seem feasible, given sufficient time and space; however, the future performance is lost. In analogy with the human brain, one has to store several types, forms and representations of knowledge. At the top, there is a clear distinction between two types of thinking that are performed by the brain hemispheres. It is quite possible that any computer system emulating human intelligence would have to have similar top-level architecture consisting of modules with different computing approaches.

 

Will intelligent robotic knowledge be predictable?
Can we predict the behavior of stored knowledge, i.e., a computer model of a real-world domain? In most artificial domains a positive answer is a common case. For example, theoretically we can predict the behavior of a computer program on the bases of its listing. On the other hand, it is commonly known that the Turing halting problem is unsolvable on the Turing machine. The halting problem can be solved by other, more powerful computing mechanisms; however, each so far known computing mechanism has its own unsolvable questions. Therefore, it is theoretically impossible to predict all future behavior even of digital computers, although in reality it is so in 99.99%. Even simple random generators based on system clock and the contents of a random page on Internet produce unpredictable numbers. Introducing multiple knowledge makes things orders of magnitude worse. Complex real-world models consist of several levels of submodels, each potentially similar to the Turing halting problem. Realistical predictability in detail seems unfeasible in general. But for most formal and real-life domains, much can be predicted in normal circumstances because only rational performance is evolutionally rewarded. In addition, it is often possible to execute, i.e., to simulate knowledge models, and observe the performance. 
 

Will robotic knowledge be understandable?
The question is whether humans will be able to understand knowledge of truly intelligent robots. A related matter was the famous ``Feigenbaum's Bottleneck'' (Feigenbaum 1985),  based on observations in the process of acquisition of expert's knowledge. Experts were able to achieve very good performances and at the same time they were able to explain specific solutions in a human understandable and meaningful way. But when trying to formalize or even only to describe their knowledge in the form of rules or trees they found it very difficult and even frustrating. As if expert knowledge would not be appropriate for transparent single knowledge models. Accepting the principle we can see why it is so difficult to put the knowledge on a paper. Not only that submodules are changing over the time, the possible combinatorial explosion in the combining mechanism makes knowledge very difficult to understand at the top integrated level. But after each specific conclusion is made, it can be easily explained. This makes the combining mechanism that utilizes knowledge one of the core secrets of human thinking. Quite probably, it is at least partially hardware-brain coded. Maybe, it is not executable with formal mechanisms after all.

 

Then, how can it be expected to explain human knowledge with say one (huge) decision tree? Constructing a set of multiple models seems better although not the ultimate idea and in our experiments they enabled much better possibilities to analyze the laws of the domain. Unfortunately, it is more difficult to explain solutions with multiple models than with one model alone. At this stage it seems that expert's knowledge can not be simply transformed into one model (i.e. knowledge base) through knowledge acquisition or learning without loosing performance in the sense of top performance and consistency with expert's knowledge. In another thought, it is only a rather common myth that knowledge stored in computers is fully understandable. And, that a formal computer program cannot be intelligent because it can be fully explained (which we argue as unfeasible).

 

What will be the form of robotic knowledge?

Parts of knowledge can be stored, can be consistent, and can be stored in a string of symbols. On the other hand, it is argued that complex real-life knowledge can not be easily stored in a consistent, compact and sequential form. Real-life knowledge has different properties than knowledge describing formal domains. As declared by the principle of multiple knowledge, the form of knowledge in real-life domains must be truly multiple.
 

DISCUSSION
There is a slight difference between robots and computers - robots have bodies and are made to live (help humans) in real worlds. However, basic questions about robot intelligence seem similar to those of the quest for intelligent computers. And here, scientific knowledge can predict a lot about future, and can help reduce discussion to reasonable variations.

The real relations between computers, robots and humans are much more complicated that realized in every-day life. In this paper, some of the analyses both popular, near to SF views and scientific research were presented, shading some new light on what is to come based on scientific backgrounds. What some find as shocking is nearly sure to come, e.g. intelligent computers and intelligent robots – but in different forms as predicted today;  and what some view as oblivious, is far from certain and not likely at all – e.g. that robots will clash with humans. Intelligent robots and computers already and will even more be essential for the progress of human civilization.  But actual future in detail is not fully predictable – it is for us and robots to be seen.
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