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Abstract. This is the supplementary material for the paper Visual Ez-
ploration of the Effect of Constraint Handling in Multiobjective Optimiza-
tion accepted for publication at the EMO 2023 conference. It provides
the definitions of the constraint function for problems CBB1-4 and the
landscape visualizations for the 12 constrained multiobjective optimiza-
tion problems considered in the study.
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1 Definitions of Test Problems CBB1-4

All four CBB problems were created by adding different constraints to the first
instance of the 2-D bbob-biobj problem F; (the double sphere problem) [1]. In
the following, we provide the definitions of the constraint function for each of
these problems:
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where fppr is the probability density function of the multivariate normal distri-
bution defined as:
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where p is the mean, X' the covariance matrix and n the dimension of z.

2 Landscape Visualizations for 12 Constrained
Multiobjective Optimization Problems

We present the problem landscape and local search result plots for all 12 con-
strained multiobjective optimization problems (CMOPs) and all six constraint
handling techniques (CHTSs) considered in the corresponding paper. The figures
follow the order of the problems as presented in Table 1.

Table 1. CMOPs categorized by their type.

Type I problems

DAS-CMOP3 DAS-CMOP5 MW14
Fig. 1 Fig. 2 Fig. 3

Type II problems

C2-DTLZ2 DAS-CMOP1 DC1-DTLZ1
Fig. 4 Fig. 5 Fig. 6

Type III problems

CBBI CBB2 MW3
Fig. 7 Fig. 8 Fig. 9

Type IV problems

CBB3 CBB4 MW11
Fig. 10 Fig. 11 Fig. 12
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Fig. 1. Plots of the CHT-based landscapes for Type I problem DAS-CMOP3 (in blue
hues) for the six considered CHTs. Black denotes the Pareto set of these landscapes.
Orange and red lines show the paths of local optimization starting in 100 different
points shown with dots. If the path ends in a point that is optimal in the original
problem landscape, the line is orange and it ends with a star, otherwise the line is red
and it ends with a cross.
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DAS-CMOP5: Constraint violation ignored
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DAS-CMOP5: Constraint violation as objective
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Fig. 2. Plots of the CHT-based landscapes for Type I problem DAS-CMOP5 (in blue
hues) for the six considered CHTSs. Black denotes the Pareto set of these landscapes.
Orange and red lines show the paths of local optimization starting in 100 different
points shown with dots. If the path ends in a point that is optimal in the original
problem landscape, the line is orange and it ends with a star, otherwise the line is red

and

it ends with a cross.
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MW14: Constraint violation ignored CHTbased MW14: Constraint violation as objective ~ ¢Tbased
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Fig. 3. Plots of the CHT-based landscapes for Type I problem MW14 (in blue hues)
for the six considered CHTs. Black denotes the Pareto set of these landscapes. Orange
and red lines show the paths of local optimization starting in 100 different points shown
with dots. If the path ends in a point that is optimal in the original problem landscape,
the line is orange and it ends with a star, otherwise the line is red and it ends with a
Cross.
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C2-DTLZ2: Constraint violation ignored

107t

1072

104

1.0

C2-DTLZ2: Constrained-domination principle CHT-based

rank ratio

1.0
0.8 107t
06 107

X2

-3
04 10
1074
0.2
0.0 |
4 0.6 0.8 1.0
X1
CHT-based

C2-DTLZ2: Penalty function ke

107t

1072

1073

107¢
4 0.6 0.8 1.0

X1

1.0

0.8

0.6

X2

0.4

0.2

0.0

0.0 02 0.
0.0

0.2 0.:

C2-DTLZ2: Constraint violation as objective CHT-based

rank ratio

1.0
107t
0.8
1072
0.6
X2
1073
0.4
1074
0.2
0.0 + T T T T !
0.0 0.2 0.4 0.6 0.8 1.0
X1
. . . ~based
C2-DTLZ2: Epsilon-constraint method ~ CHTbasec
1.0
1071
1072
1072
1074
0.2 0.4 0.6 0.8 10
X1
. . N CHT-based
C2-DTLZ2: Stochastic ranking ok ratio.
b Sk s
107t
1072
1073
1074

Fig. 4. Plots of the CHT-based landscapes for Type II problem C2-DTLZ2 (in blue
hues) for the six considered CHTs. Black denotes the Pareto set of these landscapes.
Orange and red lines show the paths of local optimization starting in 100 different
points shown with dots. If the path ends in a point that is optimal in the original
problem landscape, the line is orange and it ends with a star, otherwise the line is red

and it ends with a cross.
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DAS-CMOP1: Constraint violation as objective CHiT-based
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Fig. 5. Plots of the CHT-based landscapes for Type II problem DAS-CMOP1 (in blue
hues) for the six considered CHTs. Black denotes the Pareto set of these landscapes.
Orange and red lines show the paths of local optimization starting in 100 different
points shown with dots. If the path ends in a point that is optimal in the original
problem landscape, the line is orange and it ends with a star, otherwise the line is red
and it ends with a cross.
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DC1-DTLZ1: Constraint violation ignored ~ ¢{Tbased DC1-DTLZ1: Constraint violation as objective ¢iT.based
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Fig. 6. Plots of the CHT-based landscapes for Type II problem DC1-DTLZ1 (in blue
hues) for the six considered CHTSs. Black denotes the Pareto set of these landscapes.
Orange and red lines show the paths of local optimization starting in 100 different
points shown with dots. If the path ends in a point that is optimal in the original
problem landscape, the line is orange and it ends with a star, otherwise the line is red
and it ends with a cross.
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CBB1: Constraint violation ignored CHirbased CBB1: Constraint violation as objective ~ CifT.based
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Fig. 7. Plots of the CHT-based landscapes for Type III problem CBB1 (in blue hues)
for the six considered CHTs. Black denotes the Pareto set of these landscapes. Orange
and red lines show the paths of local optimization starting in 100 different points shown
with dots. If the path ends in a point that is optimal in the original problem landscape,
the line is orange and it ends with a star, otherwise the line is red and it ends with a
Cross.
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CBB2: Constraint violation ignored CHirbased CBB2: Constraint violation as objective ~ CifTbased
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Fig. 8. Plots of the CHT-based landscapes for Type III problem CBB2 (in blue hues)
for the six considered CHTs. Black denotes the Pareto set of these landscapes. Orange
and red lines show the paths of local optimization starting in 100 different points shown
with dots. If the path ends in a point that is optimal in the original problem landscape,
the line is orange and it ends with a star, otherwise the line is red and it ends with a
Cross.
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Fig. 9. Plots of the CHT-based landscapes for Type III problem MW3 (in blue hues)
for the six considered CHTs. Black denotes the Pareto set of these landscapes. Orange
and red lines show the paths of local optimization starting in 100 different points shown
with dots. If the path ends in a point that is optimal in the original problem landscape,
the line is orange and it ends with a star, otherwise the line is red and it ends with a
Cross.
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CBB3: Constraint violation ignored
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CBB3: Constraint violation as objective
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Fig. 10. Plots of the CHT-based landscapes for Type IV problem CBB3 (in blue hues)
for the six considered CHTs. Black denotes the Pareto set of these landscapes. Orange
and red lines show the paths of local optimization starting in 100 different points shown
with dots. If the path ends in a point that is optimal in the original problem landscape,
the line is orange and it ends with a star, otherwise the line is red and it ends with a
Cross.
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Fig. 11. Plots of the CHT-based landscapes for Type IV problem CBB4 (in blue hues)
for the six considered CHTs. Black denotes the Pareto set of these landscapes. Orange
and red lines show the paths of local optimization starting in 100 different points shown
with dots. If the path ends in a point that is optimal in the original problem landscape,
the line is orange and it ends with a star, otherwise the line is red and it ends with a
Cross.
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MW11: Constraint violation ignored CHTbased MW11: Constraint violation as objective  CHT:based
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Fig. 12. Plots of the CHT-based landscapes for Type IV problem MW11 (in blue hues)
for the six considered CHTs. Black denotes the Pareto set of these landscapes. Orange
and red lines show the paths of local optimization starting in 100 different points shown
with dots. If the path ends in a point that is optimal in the original problem landscape,

the line is orange and it ends with a star, otherwise the line is red and it ends with a
Cross.



