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ABSTRACT
When decision makers select one or more trade-o↵ solu-
tions to a multiobjective optimization problem, they are
mostly interested in solutions residing at knees—regions of
the Pareto front where a small improvement in one objective
leads to a large deterioration in at least one other objective.
It is therefore important to be able to detect such regions,
preferably through visualization. This paper presents visu-
alizations of Pareto front approximations of a multiobjective
problem with knees. More specifically, we show how a sam-
pled Pareto front of a four-objective problem with a single
knee looks like when visualized using seven di↵erent meth-
ods (scatter plot matrix, bubble chart, parallel coordinates,
radial coordinate visualization, level diagrams, hyper-radial
visualization and prosections). We can observe that while
the first four methods cannot visualize the knee, the remain-
ing three are able to do so and are therefore more suitable
for use in visualization of Pareto front approximations.

1. INTRODUCTION
When inspecting a set of solutions to a multiobjective opti-
mization problem, decision makers usually prefer solutions
lying at knees—regions of the Pareto front where a small
improvement in one objective leads to a large deterioration
in at least one other objective [2]. Visualizing knee regions
in a clear and concise way is therefore a crucial requirement
for supporting the decision making process. Finding a good
representation of the Pareto front and its knees is rather
straightforward in the case of two or three objectives (see
Figures 1 and 2 for two examples)1, but very challenging
when the number of objectives is four or more [8].

This paper presents visualizations of the single-knee instance
of the DEB4DK problem [2, 7] using seven di↵erent meth-
ods, namely the scatter plot matrix, bubble chart, parallel
coordinates [5], radial coordinate visualization [4], level dia-
grams [1], hyper-radial visualization [3] and prosections [8].
All these methods have been previously used to visualize
Pareto front approximations and have been analyzed with
respect to some desired properties for visualization meth-
ods [8].

Section 2 provides the formal definition of the DEB4DK
problem, while the visualizations with di↵erent methods are
shown in Section 3. Some concluding remarks are presented
in Section 4.

1Minimization in all objectives is assumed throughout this
paper.
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Figure 1: The DEB2DK problem with a single knee
(solutions near the knee are shown in red).
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Figure 2: The DEB3DK problem with a single knee
(solutions near the knee are shown in red).

2. THE DEB4DK PROBLEM
Branke et al. introduced a family of optimization problems
with knees that are based on the DTLZ benchmark problems
and scalable to any number of objectives [2]. While only
the instances with two and three objectives were presented
originally, they were scaled to four and five objectives in [7].

Let us recall the formal definition of the DEB4DK problem
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with four objectives:
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Here, n denotes the dimensionality of the decision space,
while parameter K is used to control the number of knees
on the Pareto front. A DEBmDK optimization problem
with m objectives has K

m�1 knees. This means that the
four-objective DEB4DK problem can be instantiated to have
1, 8, 27, . . . knees (for K = 1, 2, 3, . . . respectively). In the
rest of the paper, the value K = 1 yielding the Pareto front
with a single knee will be used.

3. RESULTS OF DIFFERENT VISUALIZA-
TION METHODS

This section shows how di↵erent methods visualize the single
knee of the DEB4DK problem with K = 1.

The set of solutions approximating the Pareto front (also
called approximation set) was obtained by sampling the front
of the DEB4DK problem with 3000 points. Among them,
eight solutions closest to the knee were chosen as the so-
lutions “at the knee” to be emphasized in the visualizations
(analogous to the red knee solutions emphasized in Figures 1
and 2). The underlying idea is that a visualization method
should be capable of showing the knee solutions in a way
that makes the knee recognizable to a decision maker.

Since some methods have di�culties when visualizing a large
number of solutions, only the first 300 solutions were used
in such cases. Out of the eight knee solutions contained in
the original sample, five were retained in this smaller set.

3.1 Scatter Plot Matrix
Let us first view the results of the scatter plot matrix—a
matrix of all possible 2-D projections of a multidimensional
set of solutions. Figure 3 presents the scatter plot matrix
for the smaller approximation set containing 300 solutions.
Because of the projection to a 2-D space, most of the in-
formation is lost and the solutions at the knee cannot be
di↵erentiated from the rest of the solutions. Even an inter-
active exploration cannot be of much help in such a case.

3.2 Bubble chart
A bubble chart is a scatter plot in which three objectives
are shown on axes while the fourth objective is represented
with point size. Figure 4 contains the bubble chart for the
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Figure 3: Scatter plot matrix of 300 Pareto-optimal
solutions of the DEB4DK problem with a single knee
(solutions near the knee are shown in red).
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Figure 4: Bubble chart showing 300 Pareto-optimal
solutions of the DEB4DK problem with a single knee
(solutions near the knee are shown in red).

approximation set with 300 solutions. Similarly as before,
this plot shows that the red knee solutions have low values
in all four objectives, but we cannot perceive the presence
of a knee.

3.3 Parallel Coordinates
Parallel coordinates [5] is a very popular method for visu-
alizing multidimensional data that represents objectives as
vertical parallel lines. Each solution is shown as a poly-line
intersecting each objective (i.e. coordinate) at its value. In
the case of our smaller approximation set (see Figure 5), the
knee solutions do not stand out from the rest and therefore
do not give a good idea regarding the shape of the approx-
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Figure 5: Parallel coordinates of 300 Pareto-optimal
solutions of the DEB4DK problem with a single knee
(solutions near the knee are shown in red).

imation set. Moreover, the method is very sensitive to the
number of displayed solutions. When this number is small,
it can be very informative and is able to show dominance
relations between solutions. When, on the other hand, hun-
dreds or thousands of solutions need to be visualized, the
cluttered result causes loss of most of the information.

3.4 Radial Coordinate Visualization
The radial coordinate visualization (also called RadViz [4])
places objectives on the circumference of a unit circle and
the solutions inside the circle so that the distance of a solu-
tion to each of the objectives is proportional to its value in
that objective. For example, solutions with greater values in
f1 than in any other objective are placed closer to f1 than
the other objectives. Figure 6 shows the radial coordinate
visualization of the entire approximation set with 3000 so-
lutions. Again, the knee solutions cannot be di↵erentiated
from the rest in this plot.

3.5 Level Diagrams
Level diagrams [1] plot each solution against one of its ob-
jectives and the (Euclidean) distance to the ideal point. In
case of four objectives, four such diagrams are produced.
Figure 7 presents the level diagrams for the smaller approx-
imation set and we can clearly see the knee in all of them.

3.6 Hyper-Radial Visualization
In hyper-radial visualization [3] the solutions are plotted
against their distance to the ideal point (their hyper-radius)
separately for two subsets of objectives. In our case, the
x axis represents the hyper-radius for objectives f1 and f2,
while the y axis represents the hyper-radius for objectives f3
and f4. As shown in Figure 8, the eight knee solutions from
the larger approximation set are clearly recognizable in this
visualization.

A note on the level diagrams and the hyper-radial visual-
ization: while both methods are able to show the knee in
this case, this is mostly due to the fact that the knee has
the shortest distance to the ideal point. In case of multi-
ple knees, for example, the knees that are not very close to
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Figure 6: Radial coordinate visualization of 3000
Pareto-optimal solutions of the DEB4DK problem
with a single knee (solutions near the knee are shown
in red).
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Figure 7: Level diagrams for 300 Pareto-optimal so-
lutions of the DEB4DK problem with a single knee
(solutions near the knee are shown in red).

the ideal point would probably be undetectable with these
visualization methods. Showing this is left for future work.

3.7 Prosections
Prosections [6, 8] are projections of only a section of the
objective space at a time. For example, a section of width
d is selected at angle ' on the plane f1f2. All solutions
that fall in this section are projected onto the line going
through the ideal point at angle ' while all other solutions
are discarded. By showing a 3-D scatter plot with the x

axis representing the projected line and the other two axes
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Figure 8: Hyper-radial visualization of 3000 Pareto-
optimal solutions of the DEB4DK problem with a
single knee (solutions near the knee are shown in
red).
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Figure 9: Prosection 4D(0, f1f2, 45
�
, 2) showing a part

of 3000 Pareto-optimal solutions of the DEB4DK
problem with a single knee (solutions near the knee
are shown in red).

representing objectives f3 and f4, we get a 3-D representa-
tion of this section of the 4-D objective space that can be
denoted as 4D(0, f1f2,', d). Figure 9 shows the prosection
4D(0, f1f2, 45

�
, 2), that is, a prosection on the plane f1f2

using the angle ' = 45� and section width d = 2. The knee
points are clearly visible in this plot. In theory, prosections
should be able to visualize any number of knees regardless of
their position (using multiple plots—each visualizing a dif-
ferent section of the space), but experiments to demonstrate
this are still needed.

The advantages and disadvantages of prosections originate
from the fact that only a section of the space is visualized at
a time. While this means that a visualization of high accu-
racy that mostly preserves the dominance relations among

solutions is possible, it also requires to plot multiple visual-
izations (using various planes and angles) to get a complete
view of an approximation set. Another advantage of this
method is that it can easily handle large sets of solutions
because only a part of the set is visualized in a single plot.

4. CONCLUSIONS
This paper presented how seven visualization methods pre-
viously used to visualize Pareto front approximations cope
with visualization of knees. Only three methods (level dia-
grams, hyper-radial visualization and prosections) were able
to show the single knee of the four-objective DEB4DK prob-
lem. Additional work is needed to see how these visualiza-
tion methods perform on a problem with more knees.
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