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ABSTRACT
In the production of components for various industries, including
automotive, monitoring of surface roughness is one of the key qual-
ity control procedures since achieving appropriate surface qual-
ity is necessary for reliable functioning of the manufactured com-
ponents. This study deals with the task of determining the sur-
face roughness of semifinished products and proposes a computer-
vision-based method for this purpose. To automate the design of
the method, machine learning is used to induce suitable predictive
models from the captured product images, and evolutionary com-
putation to tune the computer vision algorithm parameters. The re-
sulting method allows for accurate online determination of rough-
ness quality classes and shows a potential for online prediction of
roughness values.

1. INTRODUCTION
Quality control procedures in advanced manufacturing involve so-
phisticated techniques to meet the continuously increasing demands
for product quality and reliability. Since humans are prone to fail-
ures in quality assessment, they are being replaced by autonomous
quality control procedures. The automotive industry is one of the
most advanced in this respect. Among the quality control mea-
sures, monitoring of surface roughness in the production of auto-
motive components is crucial for achieving reliable functioning of
the components throughout the product lifetime. There are several
challenges associated with this task in production environments
where the roughness measurement methods are required to be non-
contact, autonomous and performing online.

This paper presents the development and evaluation of a computer-
vision-based method for online surface roughness measurement in
the production of commutators that are components of electric mo-
tors widely used in automotive industry. The method predicts the
roughness based on the attributes of the captured commutator im-
ages. The design of the method was automated using machine
learning and evolutionary computation.

The paper is organized as follows. Section 2 presents the problem
of determining the roughness of a particular commutator surface.
Section 3 describes the data preparation for o✏ine development and
evaluation of the proposed method. The methodology of machine
learning and optimization used to design the method is explained
in Section 4. Section 5 reports on the conducted experiments and
obtained results. Finally, Section 6 concludes the paper with a sum-
mary of findings and a plan for further work.

2. PROBLEM DESCRIPTION
A commutator is a device mounted on the shaft of the rotor in a
commutator electric motor. During the rotor rotation, the commu-
tator sequentially reverses the current direction through the rotor
winding and hence enables continuous commutation of the motor.
The joint between the commutator and the rotor shaft is made by
pushing the shaft into the commutator mounting hole. Usually, the
manufacturer of electric motors specifies the maximum and min-
imum force to be applied during the mounting operation. If an
excessive force is employed, there is a risk of damaging the com-
mutator. On the contrary, if the applied force is too small, the joint
cannot withstand the mechanical stress during the motor operation.

The force required to push the shaft into the commutator mounting
hole depends on two dimensional characteristics of the hole – its
diameter and roughness. Both characteristics result from the final
treatment of the commutator mounting hole carried out in the turn-
ing process. Several methods are available for measuring the inner
diameter of the holes. However, online measurement of surface
roughness represents a major challenge.

The most frequently used method of surface roughness measuring
is contact profilometry. It uses a specially designed measuring tip
that slides over the surface and measures the displacement in the
range of micrometers. However, this method has several draw-
backs: it is very sensitive to vibrations, it is slow, and the measuring
tip can cause additional scratches on the measured surface. Con-
sequently, contact profilometry is not suitable for online surface
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roughness measurements. As an alternative, optical non-contact
methods were developed, e.g., optical profilometry, scanning elec-
tron microscopy, atomic force microscopy etc. Unfortunately, none
of them is suitable for online roughness measurement, since they
are all sensitive to vibrations and, in addition, special samples have
to be prepared for these methods to be applied.

Computer vision o↵ers new possibilities in non-contact roughness
measurement. For example, based on surface images captured by
a CCD camera, calculation of a feature called the optical surface
roughness parameter, Ga, was proposed and shown that it compares
well wih the traditionally used average surface roughness, Ra, [2].
A machine vision system for online measurement of surface rough-
ness of machined components was developed that relies on an arti-
ficial neural network model for predicting optical roughness values
from image features [3]. It was also demonstrated that it is possible
to measure surface roughness in three dimensions by combining a
light sectioning microscope and a computer vision system [1].

In the literature, various parameters are considered in defining the
measure of surface roughness [4]. They can be categorized into
amplitude parameters, spacing parameters, and hybrid parameters.
In our case, the commutator producer uses the parameter Rz which
takes into account the di↵erence between the maximum peak height
and the maximum valley depth from a profile in the sampling length.

This research deals with the problem of determining the Rz pa-
rameter value and proposes an autonomous computer-vision-based
method for this purpose. In addition, to automate the design of this
method, machine learning and evolutionary computation are used.
The resulting methodology is aimed at accurate online determina-
tion of the commutator mounting hole roughness on a commutator
production line and is also applicable to other use cases requiring
online surface roughness measurements.

3. DATA PREPARATION
The initial phase in designing a method for online surface rough-
ness measurement was data preparation. It consisted of capturing
the images of the commutator mounting hole surfaces, image pre-
processing, and extracting attributes from the preprocessed images.

For the purpose of this study, 300 comutators were made available
and the images of their mounting hole surfaces were taken in 8-bit
grayscale with the resolution of 2592 ⇥ 1944 pixels. In addition,
to obtain the reference values of their roughness for the purpose
of machine learning, the samples were measured by a contact pro-
filometer. To reduce noise in the obtained measurement data, each
sample was measured three times and the average was then taken
as a reference roughness value. Note that commutators with the
roughness parameter value Rz  16 µm are considered acceptable,
while the ones with Rz > 16 µm unacceptable. The distribution of
test images among the quality classes is shown in Table 1.

To preprocess the images and extract the attribute values from the
preprocessed images, a dedicated computer vision algorithm in-
volving a sequence of operators was implemented in the LabView
programing environment [6]. Both the operators and the sequence
of their deployment were determined manually, based on the expe-
rience from developing similar computer vision applications.

Image preprocessing is aimed at extracting the regions where sur-
face roughness is to be measured. It comprises several steps as
shown in Figure 1. It starts with an original grayscale image and

Table 1: Distribution of test images

Class Number of images
Acceptable 159
Unacceptable 141

applies a manually set threshold to it. The resulting binary image
is then used to calculate the image centroid based on the pixel in-
tensity. Since the mounting hole area always contains the highest
proportion of high-intensity pixels, the calculated centroid is al-
ways positioned at about the same location of the mounting hole,
regardless of its position in the image. In the next step, the coor-
dinate system is assigned to the location of the calculated centroid.
The coordinate system is used to precisely position the image mask
for extracting an adequate region of interest (ROI) from the image.
Finally, the image extraction mask is applied and part of the image
inside the ROI is extracted. The result of this preprocessing is a
cropped greyscale image of 700 ⇥ 300 pixels.

The attribute extraction procedure returns the values of 28 attributes
describing the properties of the captured surface image, such as the
grayscale value of pixels along the line profile in the image, the
highest grayscale pixel value in the image, the lowest grayscale
pixel value in the image, the distance in pixels between the stripes
in the image, fast Fourier transform (FFT) values, etc. All extracted
attribute values are numerical. The sequence of steps in the at-
tribute extraction procedure is shown in Figure 2.

First, the fast Fourier transform (FFT) is applied to the image to
eliminate the noise that results from inhomogeneities in the mate-
rial. Based on the FFT results, certain proportion of high frequen-
cies is rejected, thus removing noise from the image. However, de-
spite the FFT frequency truncation, some noise may still be present.
To further eliminate it, the median filter is activated next. This filter
makes it possible to apply various structure elements in the image.
As a result, in the longitudinal direction, where roughness is to be
measured, details are preserved, while transversely they are filtered.
The surface roughness in the image is thus emphasized. After-
wards, the surface line profile is measured and certain attributes are
extracted from the grayscale image. To obtain additional attributes,
the Niblack binarization algorithm [5] is applied. It returns a bi-
nary image with surface roughness represented by black and white
stripes. Image processing with the Niblack algorithm may result
in pixel clusters in the binary image. To eliminate these clusters,
the particle filter operator is used. Next, morphology functions are
applied to the binary image to equalize and straighten the edges of
the stripes in the image. Finally, the attributes of the binary image
are extracted and a file with all attribute values is generated.

4. MACHINE LEARNING AND OPTIMIZA-
TION METHODOLOGY

The key phase in designing a method for surface roughness de-
termination was machine learning of predictive models from the
extracted attributes and the reference roughness values. For this
purpose the open-source data mining environment Weka [9] was
used. Two types of prediction were considered:

• classification, where the task is to label the surface roughness
of a product as either acceptable or unacceptable,

• regression, where the task is to predict the value of the rough-
ness parameter Rz for each product.
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Figure 1: Preprocessing of the captured images
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Figure 2: The attribute extraction procedure

For the classification task the Weka implementation of the C4.5 al-
gorithm [7] for building decision trees from data, called J48, was
used. This approach was selected since decision trees are simple
to implement and easy to interpret. The J48 involves several al-
gorithm parameters that influence the performance and complex-
ity of the induced model. However, in this study we focused on
tuning the computer vision algorithm parameters, while machine
learning with J48 was carried out using its default parameters set-
tings. The goal of tuning the computer vision algorithm parameters
was to maximize the classification accuracy of the models induced
from the image attributes. The classification accuracy was esti-
mated through 10-fold cross-validation.

The regression task of predicting the value of the roughness param-
eter Rzwas approached using the M5P algorithm for regression tree
induction available in Weka. The leaves of regression trees pro-
duced by M5P contain linear models predicting the target variable
value (Rz). Like J48, M5P includes several algorithm parameters
too. For the same reasons as in the classification task, these pa-
rameters were set to their default values. Here, the objective of
tuning the computer vision algorithm parameters was to minimize
the Root Relative Squared Error (RRSE). The performance of the
regression models was also validated with 10-fold cross-validation.

The methodology used for induction of predictive models and op-
timization of the computer vision algorithm parameters is shown
in Figure 3. The optimization algorithm used in this methodology
was Di↵erential Evolution (DE) [8]. Solutions explored in the opti-
mizaion process were vectors of parameters of the computer vision
operators. The structure of a DE solution vector with the computer
vision parameters subject to optimization is illustrated in Figure 2.
After a solution is created, the computer vision algorithm, using
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quality

Machine 
learning results

Computer vision 
algorithm

Extracted
attributes

Machine learning 
algorithm

Optimization
algorithm

Result
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Parameter 
settings 

Predictive
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DE solution vector

Figure 3: A schematic view of the methodology used for induc-
tion of predictive models and optimization of the computer vision
algorithm parameters

the parameter values from the solution vector, preprocesses the in-
put images and extracts the selected attributes. Next, the machine
learning algorithm induces a predictive model from the attribute
descriptions of the images and evaluates its performance. The eval-
uation result is passed back to the optimization algorithm, which
generates a new solution. This iterative optimization procedure re-
peats until the stopping criterion specified in terms of the number
of evaluated solutions is met.
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5. EXPERIMENTS AND RESULTS
The presented methodology was evaluated on the acquired and pre-
processed images in designing both the classification and the re-
gression method of determining the surface roughness. We first
focused on the classification task. The population size in the DE
optimization algorithm was set to 10 and the algorithm was exe-
cuted for 100 generations. Several runs were performed and the
algorithm was consistently able to find decision trees with the clas-
sification accuracy of 100% in very few examined generations (no
more than 10). This clearly indicates that the learning domain is
not very complex. An additional analysis of the reference rough-
ness values showed that they were dispersed very non-uniformly in
that a roughness value was either well bellow or above the class dis-
criminating value of Rz = 16 µm (see Figure 4). Moreover, a closer
look at the induced decision trees revealed that in most cases a sin-
gle attribute test was su�cient for accurate classification. Several
attributes were identified as informative enough for this purpose:
the FFT index value indicating the frequency of the stripes in the
binary image, the average width of the stripes in the binary image,
and the highest grayscale pixel value from the valley minima.

Next, the regression task was pursued. The population size and the
number of generations in the DE algorithm were set to the same
values as for the classification task, resulting in 1000 examined
candidate solutions. In multiple runs of the optimization algorithm
the RRSE value of the resulting regression trees in predicting the
Rz roughness parameter value was found to be around 22% and
its deviation between individual runs negligible. The calculated
mean absolute error of these models was 0.75 µm, which is quite
an encouraging result. The typical size of the regression trees was
five nodes, i.e., two internal nodes with attribute tests and three
leaves containing linear models for determining the surface rough-
ness. The highest grayscale pixel value from valleys minima was
found to be the most informative attribute in the trees. The surface
roughness values predicted by a derived regression tree are com-
pared to the measured reference values in Figure 4.
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Figure 4: Comparison of measured and calculated roughness values

These results indicate that the proposed machine-learning creation
of models for predicting surface roughness from the image attributes
is a viable approach to the design of a computer-vision-based rough-
ness measurement method. Under laboratory conditions, the study
demonstrates that classification of surfaces into roughness quality
classes can be performed accurately, while predicting the Rz value
is not yet at this level, in our view mainly because of the very lim-
ited amount of product samples available for learning.

6. CONCLUSIONS
We have presented the development and experimental evaluation of
a computer-vision-based method for determining the roughness of
machined surfaces of semifinished products for automotive indus-
try. O✏ine design of the method consists of building a predictive
model from the attribute descriptions of the product images and
optimization of the attribute extraction procedure. Once designed
the model can be ported to an appropriate smart camera system to
perform online roughness measurements within a quality control
procedure on a production line.

The conducted laboratory evaluation confirms the suitability of the
approach and, at the same time, indicates the need for refining the
regression model for determining the roughness value. For this rea-
son, further work will concentrate on deriving the model from a
larger, systematically gathered and more representative set of sam-
ples. We expect the resulting model to be accurate and capable of
detecting trends in the product roughness value that will be infor-
mative for taking appropriate process control measures. In addi-
tion, the optimization of the method will be extended to involve
not only the parameters of the attribute extraction procedure but
also the machine learning algorithm settings. Finally, online de-
ployment and evaluation of the developed method in the production
environment will be carried out.
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