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Abstract. This paper is focused on a machine-learning approach for
estimating human energy expenditure during sport and normal daily ac-
tivities. The paper presents technical feasibility assessment that analyses
requirements and applicability of smart phone sensors to human energy
expenditure. The paper compares and evaluates three different sensor
configuration sets: (i) a heart rate monitor and two standard inertial
sensors attached to the users thigh and chest; (ii) a heart rate moni-
tor with an embedded inertial sensor and a smart phone carried in the
pocket; and (iii) only a smart phone carried in the pocket. The accu-
racy of the models is validated against indirect calorimetry using the
Cosmed system and compared to a commercial device for energy expen-
diture SenseWear armband. The results show that models trained using
relevant features can perform comparable or even better than available
commercial device.

Keywords: human energy expenditure, physical activity, wearable sen-
sors, embedded smart phone sensors, regression

1 Introduction

Medical research has shown that a sufficient amount of physical activity has a
positive impact on health and well-being regardless of the age [1-3], and that
physical inactivity is one of the leading causes of death worldwide [4]. Although
this is widely accepted as a fact, only a small fraction of the population is engaged
in regular or sufficient exercise. The key reasons usually include lack of time and
fast pace of life. This means that a persuasive technology that would encourage
exercise could be greatly beneficial to many people. An important component
of such a technology is a possibility to quantify the amount of physical activity
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performed during the day. Furthermore, the amount of physical activity can be
used to manage the diet of both, a healthy individual or someone who suffers
from dietary disease (e.g., diabetes). This raises the question of how can we
unobtrusively measure the amount of physical activity.

The cost of physical activity is usually expressed in metabolic equivalents
of task (MET), where 1 MET is defined as the energy expended at rest. MET
values range from 0.9 (sleeping) to over 20 in extreme exertion. Various methods
can be used to reliably estimate energy expenditure (EE). Direct calorimetry [5]
measures the heat produced by human body while exercising. This is the most
accurate method, but it can be used only in a controlled environment such as
a laboratory. Indirect calorimetry [6] measures the carbon dioxide production
and oxygen consumption during rest and steady-state exercise. This method can
be used outside the laboratory, but it cannot be used in everyday life since its
usage requires a breathing mask. Doubly labelled water [7] is a gold standard: it
measures the amount of exhaled carbon dioxide by tracking its amount in water
which is labelled by deuterium and oxygen-18. This method can be used in ev-
eryday life, but it measures the energy expended over longer periods of time and
is rather expensive. Finally, the most affordable approach is a commercial wear-
able sensors such as inertial sensors embedded in armbands and other devices,
which are moderately accurate and reliable. These can be used in everyday life
and the EE estimation can be done over shorter periods of time.

Inertial sensors as motion sensors are already very popular in different do-
mains such as gaming industry [8,9], healthcare and medicine [10-12] and se-
curity [13]. Their accessibility, ease of use, and understandable concept of ac-
celerometry help broadening its applicability domains on a daily basis. For in-
stance, even running shoes can contain an accelerometer, while an average smart
phone contains a wide range of sensors, including an accelerometer. The fact that
many of us hardly leave our home without a smart phone made an important
impact on development, realization and acceptance of novel smart applications.

This paper thus studies EE estimation using inertial sensors that are present
in every commercial armband for EE estimation. It presents a machine-learning
approach, and is concerned both with normal daily activities as well as exercise.
We compare three sensor configuration sets: (i) a chest strap heart rate monitor
and two standard inertial sensors attached at the thigh and chest; (ii) a chest
strap heart rate monitor with an embedded inertial sensor and a smart phone
carried in the pocket; and (iii) a smart phone carried in the pocket. The accuracy
of the EE estimation models is validated against indirect calorimetry approach
using the Cosmed system [14] and a commercial device for EE, the SenseWear
armband [15]. SenseWear armband show to have the lowest error in free-living
situations [16] among the popular physical activity monitors.

The goal of the paper is two-fold: (i) to compare three sensor sets from the
one requiring the most dedicated devices, to the one requiring only what most
people carry around, i.e., smartphone; and (ii) to present the methodology for
the development of an accurate machine-learning model for the EE estimation
that can be used on a variety of devices.
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The rest of the paper is structured as follows. Section 2 presents the related
work; Section 3 presents the sensors used for data collection presented in Section
4. Section 5 contains the details on data pre-processing and feature selection,
while section 6 shows experimental results. Section 7 concludes the paper.

2 Related Work

There is a growing trend in development of smart-phone applications for health
monitoring, fitness trainers and EE estimation, which is evident at the appli-
cation markets for mobile platforms. These applications can be divided into
two categories; those that use the accelerometer embedded in the smart phone
to estimate EE based on the number of steps the user does over one day [17]
(essentially pedometers); and those that estimate the intensity of the performed
activity and thus the expended energy directly, for example, MyFitnessCompan-
ion [18]. Pedometers can be used only to detect the ambulatory activities, such as
walking or running, and not their intensities. MyFitnessCompanion application
can detect the intensity, but it has one major shortfall: the user must manu-
ally define which activity is being performed. The EE estimation is afterward
based on a predefined energy estimation values taken from the Compendium of
Physical Activities [19].

Most of the methods based on machine-learning techniques estimate EE using
wearable smart phone sensors and seek linear or nonlinear relations between the
energy expenditure and the accelerometer outputs. The most basic methods use
an accelerometer and a linear regression model. The estimation accuracy can
be improved by multiple regression models [20] and complex features [21]. A
regression method by Crouter et al. [22], which is currently among the most
accurate approaches, uses an accelerometer attached to the hip. In the first
step, it classifies a person’s activity into sitting, ambulatory activity or lifestyle
activity. In the second step, it uses a linear regression model for the ambulatory
activity and an exponential regression model for the lifestyle activity. Sitting is
always considered to have the energy expenditure of 1 metabolic equivalent of
task (MET, 1 MET is the energy expended at rest). A drawback of this method
is the exclusion of some important activities, such as cycling, and a larger EE
estimation error contributed by the upper body, which is caused by sensor placed
at the hip.

There are many available commercial devices, dedicated to EE estimation
such as Actigraph [23] and Nike+ [24]. One of the most accurate is the SenseWear
armband [15, 16] device, comprising a variety of sensors such as skin temperature
detection, heat flux, galvanic skin response and accelerometer. EE estimation is
based on activity predicted from the armband accelerometer and data analysis
from other sensors. It is highly accurate in EE estimation during sports activities;
however, it performs with lower accuracy in case of normal daily activities such
as chores.

This paper present an approach with an additional regression model, which
is based on the current user’s activity in case when at least two sensors are used.
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The activity is automatically recognised using an activity-recognition classifier.
The approach is demonstrated on three sensor configuration sets, including a
single smart phone. In this case the activity is not used as one of the features.

The experimental results compare the proposed approach against Sense Wear
armband developed by Bodymedia [15], and the indirect calorimeter measure-
ment performed by portable Cosmed k4b? [14].

3 Sensors

We considered five different sensors as shown in Figure 1: first, a wireless Shim-
mer inertial sensor [25] (Figure 1a); second, an inertial sensor integrated in the
Zephyr bioharness chest strap citezephyr (Figure 1b), which also measured heart
rate; third, an inertial sensor embedded in a smart phone, in our case a Samsung
Galaxy SII smart phone [27] (Figure 1c). Fourth, reference energy expenditure
values, which are used to develop and evaluate EE estimation models, were mea-
sured using a portable indirect calorimetery system Cosmed k4b? [14] (Figure
1d), which is considered a gold standard for EE estimation. And fifth, in addition
to reference energy expenditure values, we used a commercial product SenseWear
armband developed by Bodymedia [15] (Figure 1le) as another baseline for result
comparison.

a) b)

Fig. 1. Used sensors: a) a tri-axial Shimmer inertial sensor, b) a Zephyr bioharness
chest-strap with tri-axial inertial sensor and hart rate monitor, c) a Samsung Galaxy
SIT smart phone, d) a gold standard portable indirect calorimetery Cosmed k4b® device
and e) a SenseWear device for EE estimation.

To study the feasibility of EE estimation using smart phone, we approached
by gradually decreasing the number of used sensors and evaluating the accuracy
of the machine-learning approach for EE estimation (explained in Section 6).
Particularly, we used three sensor configuration sets as shown in Figure 2. The
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full set consists of two tri-axial inertial sensors, one attached at the chest and
the other at the thigh, and a heart rate monitor (Figure 2a). We assume that
the full set should provide the lowest EE estimation error.

In the second, embedded set (Figure 2b), we replaced the dedicated inertial
sensors with an embedded inertial sensors as follows: the inertial sensor on the
chest is replaced with the inertial sensor embedded in the Zephyr chest strap,
while the inertial sensor attached to the thigh is replaced with a smart phone
containing an embedded inertial sensor. The embedded set is expected to perform
the same or worse than the first one, since embedded sensors may contribute
some measurement noise.

In the last sensor configuration, the smart-phone set, we removed the chest
strap, and used a smart phone embedded inertial sensor only (Figure 2¢). The
smart-phone set is expected to achieve worse performance than the second con-
figuration. We are interested if the EE estimation error is still in the range of
acceptable values.

Fig. 2. Three sensor configuration sets: a) the full set, a tri-axial Shimmer inertial sen-
sor attached to chest and thigh and a Zephyr bioharness chest strap, b) the embedded
set, a Zephyr bioharness chest strap and smart phone, and ¢) the smart-phone set, only
smart phone.

4 Data Collection

A machine-learning approach requires a high quality dataset. For the purpose
of EE estimation we must primarily have data with accurate EE values while
performing different activities and secondly measurements of various sensors at
the same time.

The dataset was collected in a controlled laboratory environment at the Uni-
versity of Ljubljana, Faculty of Sports. The laboratory was equipped with fitness
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equipment, such as treadmill and indoor bicycle, and a portable Cosmed k4b?
system, which was used to measure reference EE values. The person being mea-
sured was supplied with all the sensors mentioned in Section 3; two Shimmer
inertial sensors, attached at the chest and the thigh, a Zephyr bioharness, a
SenseWear armband, a smart phone, carried in the right pocket downwards with
screen towards the body, and the Cosmed system.

The person performed predefined scenarios presented in Table 4, which aim
to capture the intensity and EE during free-living activities.

Table 1. Scenarios and activities performed by a person. The last column represents
the average measured MET by Cosmed system.

Scenario Atomic activities Average MET
Lying lying 1.2
sitting 1.15
. standing 1.21
Basic postures walking 137
transition 1.97
allfours 2.22
kneeling 1.45
" sitting 2.39
Additional postures standing 991
leaning 1.85
walking 2.75
Ofiice activities sitting 1.17
Lying excersising lying 2.12
. standing 1.68
Light chores walking 9.02
. kneeling 3.20
Scrubbing the floor allforrs 3.03
. standing 3.06
Shoveling walking 3.60
. walking slowly (4 km/h) 3.02
Walking walking quickly (6 km/h) 4.54
. . cycling lightly 4.22
Stationary cycling cycling vigorously 6.30
Running running slowly (8 km/h) 7.70

In more detail, the normal day scenarios are interpreted as follows:

e Lying scenario corresponds to sleeping period when the person’s metabolic
rate slows down.
e Basic postures scenario corresponds to a normal lazy day.
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e Additional postures scenario corresponds to a dynamic day (playing with
children on the floor).

e Office activities scenario corresponds to time at the office.

e Lying exercising scenario corresponds to stretching on the floor.

e Light chores scenario corresponds to cooking, serving food, washing dishes,
folding /hanging laundry, shopping.

e Scrubbing the floor scenario corresponds to cleaning the floor on hands and
knees.

e Shovelling scenario corresponds to digging and shovelling snow.

The sports activities, such as walking, running and cycling, were performed
on a treadmill and a stationary bicycle under controlled speed. The EE in a spe-
cific scenario differs among activities, for example, standing in the basic posture
scenario has EE of 1.21 MET, while standing in the shovelling scenario has EE of
3.06 MET. This indicates that if we can accurately (i) recognise the activity and
(ii) detect the intensity, then we can reliably estimate EE, hence EE estimation
error should decrease.

We recruited ten healthy people, eight males and two females with different
fitness capabilities, to perform the scenarios presented in Table 4. Their body
mass index (BMI) ranged from 20 to 28.9. Each person performed all the scenario
activities while equipped with the sensors shown in Figure 1; only a single person
did not carry the smart phone due to technical issues. The reference EE measured
by Cosmed ranged from 0.9 MET to 12 MET.

5 The Methodology

5.1 Data Pre-processing

The collected data can be divided into two groups according to the modality. The
first group corresponds to signals from inertial sensors; even-though it is collected
from three devices (Shimmer, Zephyr, smart phone), it should be processed using
the same mechanism. The second group corresponds to signals from heart rate
sensor; this data is processed only if the sensor set configuration uses heart rate
sensor).

The stream of data is collected from the connected devices and split into
10 seconds windows, each window overlapping with the previous one by one
half of its length. For each overlapping window a set of features is computed. A
single inertial sensor contributes 66 features, a heart rate monitor contributes
one feature, and the recognised activity (by additional classifier) is considered
as an additional feature. The reader is referred to [28,29] for details on the
activity recognition methods and adaptation of activity recognition. The heart
rate feature is computed as an average heart rate in the time window.

Features computed from inertial sensor are partially adopted from Tapia [30]
(43 features) and partially developed by us (25 features). Adopted features are:
mean of absolute signal value, cumulative sum over absolute signal value, en-
tropy, quartiles, variance, inter quartile range, Fourier transform features and
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mean crossing rate. Features developed by us are: signal peak count, cumula-
tive sum over peak absolute value, cumulative sum over signal absolute value,
cumulative sum over signal absolute value after band-pass filtering, cumulative
square sum over signal absolute value after band-pass filtering, cumulative sum
of square components, square of cumulative sum of components after band-pass
filtering, velocity, kinetic energy, vector length, integration of area under vector
length curve. In total, there are 136 features for full set and embedded set and
67 features for smart-phone set. These features form a feature vector, which if
fed into a machine-learning algorithm to train a model.

5.2 Feature Selection

To filter out redundant features and to reduce calculation complexity we per-
formed feature selection using ReliefF method [31], which returns the features
ranked by its predictive power; the returned rank represents the importance of
the feature. We proceeded with the first half of the features with a positive rank
value, which were then used in the feature vector. The feature selection was per-
formed for each sensor set configuration separately. Note, that feature selection
in embedded set and smart phone set was performed with nine people only, since
the smart phone data was missing for one person.

Full set: the first five highest ranked features derived from inertial sensors
are velocity (2 features), cumulative sum over peak absolute value (1), prevalent
activity (1 feature), cumulative sum over signal absolute value (1 feature). The
highest ranked feature is as expected the heart rate. The result is 68 highest
ranked features, one from which is heart rate and one is prevalent activity. The
prevalent activity can have one of ten values: lying, sitting, standing, standing
leaning, allfours, kneeling, transition, walking, running or cycling.

Embedded set: seven features were ranked negative and were discarded
immediately leaving 129 features for selection. The cut of point left 64 features.
Highest ranked features are quartiles (3 features) and peak count of thigh (1
feature) and prevalent activity. The prevalent activity can have one of seven
values: lying, upright position, allfours, transition, walking, running or cycling.
Heart rate feature is at seventh place.

Smart-phone set: three features were ranked negative and were discarded
immediately leaving 64 for the regression model. Since in this configuration we
use only one sensor, none of the remaining features are discarded to have a com-
parable number of features to previous configurations. Highest ranked features
are quartiles (4 features) and peak count (1 feature). This set does not contain
feature of prevalent activity.

It is interesting to note that our developed features turned out to have better
predictive power that the features developed by Tapia [30] in full set. Also at
least one of our features were ranked in the first five in the embedded and smart-
phone set.

Table 2 shows the number of features per sensor before and after feature
selection for all the configuration sets.
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Table 2. Number of features per sensor before and after feature selection.

Full set Embedded set Smart-phone set

Sensors Before After Before After Before After
Shimmer chest 67 39 - - - -
Shimmer thigh 67 27 - - - -
Zephyr inertial sensor - - 67 37 - -
Zaphyr heart rate 1 1 1 1 - -
Smart phone inertial sensor - - 67 25 67 64
Activity* 1 1 1 1 - -
Total 136 68 136 64 67 64

5.3 The Approach

The main goals are: first, to build an effective model that can be used in each
of the sensor configurations; second, to measure EE error; and third, to evaluate
the feasibility of EE estimation using a smart phone.

The machine-learning approach, which is shown on Figure 3, comprises four
steps. The first step is feature selection, while the second step selects the best
performing algorithm. We compared the following six regression algorithms im-
plemented in the Weka suite [32]: support vector regression (SVR), linear regres-
sion (LR), multilayer perceptron (MLP), M5-Rules (M5Rules), regression tree
M5P (M5P) and regression tree REPTree (REPTree). The third step evaluates
the models and analyses the distribution of mean absolute error. In case the
error analysis shows that the model could be enhanced, the fourth step recon-
structs and updates the regression model based on observation from previous
step. When enhancement is not possible, we assume this is the final model. The
experiment section reports on each configuration separately.

Y |

. Selection of : Correction based
Feature selection F ML algorithm F Eror analysis F on observation

Fnal model

Fig. 3. The workflow of the development of the machine-learning approach.

6 Experimental Results

For the experiment we collected the data described in Section 4 and processed
as explained in Section 5.
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The models are evaluated with two types of error measures. The first error
measure is the mean absolute error (MAE) shown in Equation 1. It measures
the absolute difference between the predicted and true value. The second error
measure is the mean absolute percentage error (MAPE) shown in Equation 2. In
contrast to MAE, it measures percentage of the error between the predicted and
true value. We believe this error measure might be misleading, since errors are
higher when the true value is low and lower when the true value is high; however,
we report this measure to ensure comparability with other papers reporting it.

n

1
MAFE = ; ; ‘METtrue - METp'r‘ediCtEd| . (1)
1 - METtrue - MET, redicted
MAPE = = £ : 2
n Z METtrue ( )

1

6.1 The Full Set

The full-set configuration dataset is described with the first 68 features ranked
by the feature selection procedure described in Section 5.2. The performance
comparison of different machine-learning algorithms is summarised in Table 4.
Each column corresponds to MAE errors of a selected machine-learning ap-
proach, while each row corresponds to particular sensor set configuration. The
results of the compared algorithms are obtained using 10-fold cross-validation
with leave-one-person-out-approach. For example, the first row in Table 4, that
is, full configuration, shows that the lowest MAE of 0.65 MET is achieved by
support vector regression (SVR). Furthermore, Figure 4 shows the EE estima-
tion error for the support vector regression model. The horizontal axis represents
the true MET values, that is, the reference values obtained with Cosmed device,
while vertical axis represents the estimated MET values, obtained with SVR
model. We can observe that the predicted value is close to the true value. The
highest error occurs in case of activities with EE from 2 MET to 8 MET. The
highest error occurs in case of activities with the lowest intensity and the highest
intensity.

This model alone is already more accurate than SensWear; however, the error
analysis shows that the major error occurs in case of ambulatory activities such
as walking, running, cycling and activity standing, thus can be improved. In our
previous research [33], we observed that training per-class regression model for
running and cycling contributes to lower EE estimation error. An improvement
upon the error analysis includes training separate regression models for three
activities, that is, running, walking and standing. This approach gives the final
result, which is shown in Table 4. The MAE is decreased by 0.05 MET and the
MAPE is decreased by 3 percentage points. The main insight from the error
analysis is that it is beneficial to train separate regression model for individual
activities.
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Fig. 4. Predicted MET vs. true MET for full-set configuration.

6.2 Embedded Set

The embedded-set configuration dataset is described with the first 64 features
ranked by the feature selection procedure. The results of the compared al-
gorithms are obtained using 9-fold cross-validation with leave-one-person-out-
approach and are shown in the second row in Table 3. The lowest MAE is
achieved using SVR. The SVR model outperforms the SensWear; however, the
error analysis shows that running activity, if merged into a single regression
model, can contribute to lower error.

A retraining of the independent model decreased MAE by 8 percentage point.
The MAPE of the final model is higher, but still comparable to SenseWear’s.

Figure 5 shows the EE estimation error for the embedded set model trained
with SVR. It shows that the error is lower for activities with EE from 2 MET
to 7 MET, while the error is higher for activities with the lowest intensity and
the highest intensity.

6.3 Smart-phone Set

The smart-phone set configuration dataset is described with the first 64 fea-
tures ranked by the feature selection procedure. The results of the compared
algorithms are obtained using 9-fold cross-validation with leave-one-person-out-
approach, which is shown in the third row in Table 3. The SVR outperformed
other algorithms by training a model with MAE of 0.83 MET. The model out-
performs Senswear’s by 3 percentage points according to MAE, while MAPE of
the final model is higher, but still comparable to SenseWeare’s.

The error pattern is similar as in the previous configurations; however, in
this case we cannot perform the adaptation procedure due to unknown activity
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Fig. 5. Predicted MET vs. true MET for embedded-set configuration.
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Fig. 6. Predicted MET vs. true MET for smart-phone configuration.
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(the activity recognition model did not perform with satisfactory results at this
point). The future work can focus on activity recognition using smart phone and
using it to improve EE estimation.

Figure 6 shows the estimation error for the smart-phone set model trained
with SVR. We can observe that the error is low only for the activities with low
and moderate intensity from 1.5 MET to 6 MET. The error occurs for the ac-
tivities with high-moderate and high intensity. MAE is lower than SenseWear’s,
while MAPE is higher, but still comparable to SenseWear’s.

Table 3. Results of machine-learning algorithms for regression for each configuration.
The error is calculated as MAE. The compared algorithms are: support vector re-
gression (SVR), linear regression (LR), multilayer perceptron (MLP), M5Rules, M5P,
REPTree.

Algorithms

Configuration SVR LR MLP M5Rules M5P REPTree

Full set 0.65 0.66 0.70 0.69 0.68 0.68
Embedded set  0.76 0.78 0.83 0.84 0.83 0.81
Smart phone set 0.83 0.88 1.04 1.05 1.04 1.01

Table 4. Results of the final models for each set presented in MAE and MAPE.

Set
Error Full Embedded Smart phone SenseWear
MAE (MET) 0.60  0.68 0.83 0.86
MAPE (%) 26.71 33.57 33.97 33.53

7 Discussion and Conclusion

The paper analysed the feasibility of EE estimation during free-living activities
using machine-learning, while using dedicated and smartphone inertial sensors.
The study gradually decreased the number of sensors used, and evaluated the
error for each of the following configurations: (i) the full set with two Shimmer
inertial sensors (attached to the chest and thigh) and the heart-rate sensor from
the Zephyr chest-strap, (ii)the embedded set with the embedded inertial and
heart-rate sensors from the Zephyr chest strap, and the embedded inertial sensor
from a smart phone, and (iii) the smart-phone set with the embedded inertial
sensor from a smart phone. Additionally, the energy expenditure estimation
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was compared to a commercial device SenseWear, which also estimates energy
expenditure and is currently one of the most accurate devices for free-living
activities.

As expected, the best results were obtained using the richest sensor configu-
ration, that is, dedicated inertial sensors and a heart rate sensor. The MAE for
this configuration was 0.60 MET, which is 0.26 MET lower than MAE achieved
by the SenseWear, while MAPE was lower by approximately 5 percentage points.

The second sensor-set configuration, which consists of embedded sensors
placed at the same location as the sensors in the first configuration, achieved
the MAE 0.08 MET higher than the first configuration, while still being lower
than the SenseWear’s by 0.18 MET. The MAPE increased and is comparable to
SenseWear’s MAPE.

The last sensor set configuration consists of a smart phone only, carried
in the pocket. This configuration achieved the highest MAE and MAPE, thus
confirming our hypothesis that a reduced sensor set cannot achieve top perfor-
mance. However, the MAE and MAPE are approximately 0.03 MET lower and
0.5 percentage point higher than Senswear’s, respectively. This result leads to
the conclusion that smart phone inertial sensors can estimate the energy ex-
penditure roughly as reliably as the current state-of-the-art commercial devices,
while using fewer sensors and without requiring a dedicated device.

We used essentially the same methodology with all three sensor set config-
urations, and we are confident that this methodology can be used with other
device as well, not only with dedicated sensors and smart phones. Considering
the proliferation of sensors in everyday devices, this observation is increasingly
relevant. The future work, apart from the research on features for energy expen-
diture, will focus on normalizing the smart phone orientation, so that the energy
expenditure estimation will be equally reliable regardless of the orientation. Our
plans also include and additional effort on activity recognition using only a smart
phone, for which a proper orientation normalisation is particularly important.
As demonstrated in richer configuration sets, when activities can be recognised
with relatively high accuracy, the energy expenditure estimation models achieve
lower error rates.
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